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#### Abstract

Let $\tau_{i}$ be a collection of i.i.d. positive random variables with distribution in the domain of attraction of an $\alpha$-stable law with $\alpha<1$. The symmetric Bouchaud's trap model on $\mathbb{Z}$ is a Markov chain $X(t)$ whose transition rates are given by $w_{x y}=\left(2 \tau_{x}\right)^{-1}$ if $x, y$ are neighbours in $\mathbb{Z}$. We study the behaviour of two correlation functions: $\mathbb{P}\left[X\left(t_{w}+t\right)=X\left(t_{w}\right)\right]$ and $\mathbb{P}\left[X\left(t^{\prime}\right)=X\left(t_{w}\right) \forall t^{\prime} \in\right.$ $\left.\left[t_{w}, t_{w}+t\right]\right]$. It is well known that for any of these correlation functions a timescale $t=f\left(t_{w}\right)$ such that aging occurs can be found. We study these correlation functions on time-scales different from $f\left(t_{w}\right)$, and we describe more precisely the behaviour of a singular diffusion obtained as the scaling limit of Bouchaud's trap model.


## 1. Introduction and results

Bouchaud's trap model (BTM) was introduced in [Bou92] as a phenomenological model for studying the dynamics of complex disordered systems like spin glasses. Although the model is quite simple, it manifests some major features observed in real physical systems, aging in low temperature regime being one of them. For physical motivation behind the model see the original paper [Bou92] or [BCKM98] and their references.

The aim of this paper is to obtain a finer description of the behaviour of some time-correlation functions that are known to manifest aging in the onedimensional BTM. Our attention is concentrated mainly on the behaviour of these functions at time scales that are much shorter or longer than the scale at which aging occurs. The description of this behaviour is important in systems where multiple aging scales exist, since even if such a system is observed only at one time-scale where aging occurs, the other time-scales can produce corrections

[^0]that should be controlled. We further describe asymptotic behaviour of "aging limits" whose existence was proved in [FIN02,BC04]. Our work is mainly motivated by the paper [BB03] where similar results are obtained using computer simulations and physical arguments.

The methods that we use to control the behaviour of the time-correlation functions allow us to get a more precise description of a singular diffusion obtained as the scaling limit of the one-dimensional BTM, which was for the first time introduced in [FIN02]. In particular, we get sub-diffusive upper bounds on the transition kernel of this diffusion, which we believe to be (except for multiplicative constants) optimal.

We will study the following, so called symmetric, one-dimensional version of BTM. Let $\boldsymbol{\tau}=\left\{\tau_{x}\right\}_{x \in \mathbb{Z}}$ be a collection of i.i.d. positive random variables on some probability space $(\Omega, \mathbb{P}, \mathcal{F})$. The distribution of $\tau_{i}$ will be specified later. The symmetric BTM in dimension one is a continuous time Markov chain on $\mathbb{Z}$ satisfying $X(0)=0$ and

$$
\begin{equation*}
\mathbb{P}[X(t+d t)=y \mid X(t)=x]=w_{x y} d t \tag{1}
\end{equation*}
$$

with transition rates $w_{x y}$ given by

$$
\begin{equation*}
w_{x y}=\left(2 \tau_{x}\right)^{-1} \quad \text { if }|x-y|=1 \tag{2}
\end{equation*}
$$

and zero otherwise. In words, the process $X$ waits at site $x$ for an exponentially distributed time with mean value $\tau_{x}$ and then jumps with equal probability to one of the neighbouring sites. For this reason we call $\tau_{x}$ the depth of the trap at $x$.

Let us recall briefly the main results about the aging in the BTM which are relevant to our paper. Usually, proving an aging result consists in finding a twopoint function $F\left(t_{w}, t_{w}+t\right)$, that is a quantity measuring the behaviour of the system at time $t+t_{w}$ after it has aged for the time $t_{w}$, such that a nontrivial limit

$$
\begin{equation*}
\lim _{t_{w} \rightarrow \infty} F\left(t_{w}, t_{w}+f\left(t_{w}\right)\right)=C_{f} \tag{3}
\end{equation*}
$$

exists for an increasing function $f(t)$, satisfying $f(t) \rightarrow \infty$ as $t \rightarrow \infty$. In BTM such two-point functions may be found if for some $0<\alpha<1$ the random variables $\tau_{x}$ satisfy ${ }^{1}$

$$
\begin{equation*}
\mathbb{P}\left[\tau_{x}>u\right]=u^{-\alpha}(1+o(1)) \quad \text { as } u \rightarrow \infty . \tag{4}
\end{equation*}
$$

It was observed in [RMB00] that if this condition is satisfied, then the two-point function

$$
\begin{equation*}
R\left(t_{w}, t_{w}+t\right)=\mathbb{E} \mathbb{P}\left[X\left(t+t_{w}\right)=X\left(t_{w}\right) \mid \boldsymbol{\tau}\right], \tag{5}
\end{equation*}
$$

i.e. the probability that at the end of the observation period (at time $t+t_{w}$ ) the system is in the same state as it was in the beginning (at time $t_{w}$ ) averaged over the random environment $\boldsymbol{\tau}$, has aging behaviour. This was proved in [FIN02]. There it is shown that under (4) there is a non-trivial function $R(\theta)$ such that

$$
\begin{equation*}
\lim _{t_{w} \rightarrow \infty} R\left(t_{w}, t_{w}+\theta t_{w}\right)=R(\theta) . \tag{6}
\end{equation*}
$$

[^1]This limiting function $R(\theta)$ depends on the law of $\tau_{x}$ only through the index $\alpha$.
Another two-point function that is often considered in BTM is

$$
\begin{equation*}
\Pi\left(t_{w}, t_{w}+t\right)=\mathbb{E} \mathbb{P}\left[X\left(t^{\prime}\right)=X\left(t_{w}\right) \forall t^{\prime} \in\left[t_{w}, t_{w}+t\right] \mid \boldsymbol{\tau}\right] \tag{7}
\end{equation*}
$$

giving the probability that the system does not change its state between $t_{w}$ and $t_{w}+t$ again averaged over $\boldsymbol{\tau}$. In [BC04] it was proved that if (4) holds, then the two-point function $\Pi$ satisfies

$$
\begin{equation*}
\lim _{t_{w} \rightarrow \infty} \Pi\left(t_{w}, t_{w}+\theta t_{w}^{\gamma}\right)=\Pi(\theta) \tag{8}
\end{equation*}
$$

for some non-trivial function $\Pi(\theta)$ and

$$
\begin{equation*}
\gamma=\frac{1}{1+\alpha}<1 \tag{9}
\end{equation*}
$$

Since the time-scale $t_{w}^{\gamma}$ is much smaller than $t_{w}$, such behaviour may be referred to as sub-aging.

The proofs of the these results are based on the fact that it is possible to find a scaling limit of the one-dimensional BTM. This limit was for the first time identified in [FIN02] as a singular diffusion $Z$ with speed measure $\rho$ given as Lebesgue-Stieltjes measure associated to an $\alpha$-stable subordinator. (The definition of the singular diffusion is recalled in Section 2 of this paper.) The fixed time distributions of this diffusion are purely atomic, and the functions $R(\theta)$ and $\Pi(\theta)$ can be expressed using $Z$ as

$$
\begin{gather*}
R(\theta)=\mathbb{P}[Z(1+\theta)=Z(1)]  \tag{10}\\
\Pi(\theta)=\int_{0}^{\infty} \mathbb{P}[\rho(Z(1)) \in d u] e^{-\theta / u} \tag{11}
\end{gather*}
$$

It is a rather direct consequence of the methods of [FIN02,BČ04] that the functions $R(\theta)$ and $\Pi(\theta)$ both tend to zero as $\theta \rightarrow \infty$ and to one as $\theta \rightarrow 0$. Similarly, it is not difficult to show that

$$
\lim _{t_{w} \rightarrow \infty} \Pi\left(t_{w}, t_{w}+f\left(t_{w}\right)\right)= \begin{cases}0 & \text { if } t_{w}^{\gamma}=o\left(f\left(t_{w}\right)\right)  \tag{12}\\ 1 & \text { if } f\left(t_{w}\right)=o\left(t_{w}^{\gamma}\right)\end{cases}
$$

and

$$
\lim _{t_{w} \rightarrow \infty} R\left(t_{w}, t_{w}+f\left(t_{w}\right)\right)= \begin{cases}0 & \text { if } t_{w}=o\left(f\left(t_{w}\right)\right)  \tag{13}\\ 1 & \text { if } f\left(t_{w}\right)=o\left(t_{w}\right)\end{cases}
$$

To conclude the overview we would like to point out some results about aging in trap models on different state spaces. The BTM on a large complete graph was initially proposed in physics literature as an ansatz for the dynamics of the Random Energy Model [MB96, BM97]. The relation between these two models was justified rigorously in [BBG03a, BBG03b]. The BTM on the lattice $\mathbb{Z}^{2}$ was studied in [BC̆M05], where (sub)aging was proved for both two-point functions $R$ and $\Pi$. This result was further generalised to $\mathbb{Z}^{d}, d \geq 3$, in [Čer03].

We will now formulate our results assuming always that (4) is satisfied. To avoid technical complications we further assume that there exists $c>0$ such that

$$
\begin{equation*}
\mathbb{P}\left[\tau_{i}>c\right]=1 \tag{14}
\end{equation*}
$$

This assumption is harmless since very shallow traps have little influence on the dynamics. In the following theorem we give the rates of convergence in (12) and describe the asymptotic behaviour of $\Pi(\theta)$.
Theorem 1.1. Assume that conditions (4) and (14) hold.
(a) Short time behaviour. Let $f(t)$ be an increasing function satisfying $t^{\kappa} \geq$ $f(t) \geq t^{\mu}$ for all $t$ large and for some $\gamma>\kappa \geq \mu>0$. Then

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\frac{f(t)}{t^{\gamma}}\right)^{\alpha-1}(1-\Pi(t, t+f(t)))=K_{1} \tag{15}
\end{equation*}
$$

with $0<K_{1}<\infty$.
(b) Long time behaviour. Let $g(t)$ be such that $t^{\gamma}=o(g(t))$. Then

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\frac{g(t)}{t^{\gamma}}\right)^{\alpha} \Pi(t, t+g(t))=K_{2} \tag{16}
\end{equation*}
$$

with $0<K_{2}<\infty$.
(c) Behaviour of $\Pi(\theta)$. The function $\Pi(\theta)$ defined in (8) satisfies

$$
\begin{gather*}
\lim _{\theta \rightarrow 0} \theta^{\alpha-1}(1-\Pi(\theta))=K_{1},  \tag{17}\\
\lim _{\theta \rightarrow \infty} \theta^{\alpha} \Pi(\theta)=K_{2} . \tag{18}
\end{gather*}
$$

Results that we present here for the two-point function $R$ are relatively weaker. The reason for this is that the process $X$ usually makes a lot of excursions from $X\left(t_{w}\right)$ between the times $t_{w}$ and $t_{w}+t$ that we want to consider. The behaviour of the function $R$ is therefore influenced by the random environment in the neighbourhood of $X\left(t_{w}\right)$ which we cannot control precisely.

Theorem 1.2. Assume that conditions (4) and (14) hold.
(a) Long time behaviour. Let $f(t)$ be such that $t=o(f(t))$. Then

$$
\begin{align*}
0<\liminf _{t \rightarrow \infty}\left(\frac{f(t)}{t}\right)^{\alpha \gamma} R(t, t+f(t)) & \\
& \leq \limsup _{t \rightarrow \infty}\left(\frac{f(t)}{t}\right)^{\alpha \gamma} R(t, t+f(t))<\infty \tag{19}
\end{align*}
$$

(b) Behaviour of $R(\theta)$. The function $R(\theta)$ defined in (6) satisfies

$$
\begin{equation*}
0<\liminf _{\theta \rightarrow \infty} \theta^{\alpha \gamma} R(\theta) \leq \limsup _{\theta \rightarrow \infty} \theta^{\alpha \gamma} R(\theta)<\infty \tag{20}
\end{equation*}
$$

Remarks. 1. We will give quite explicit formulas for the constants $K_{1}$ and $K_{2}$ appearing in Theorem 1.1. As these formulas require some additional notation, we prefer to postpone their presentation to Sections 4 and 6 .
2. Note also that, as in [FIN02] and [BČ04], we take in (5) and (7) the average over the random environment $\boldsymbol{\tau}$. The averaging is necessary for the existence of a limit in (6) and (8). For fixed $\boldsymbol{\tau}$ these limits do not exist. However, from the proofs we present for the averaged case we can get quenched results in the short time regime without a major effort. Namely, the following quenched version of Theorem 1.1(a) holds true.

Theorem 1.3. Let the conditions of Theorem 1.1(a) be fulfilled and let

$$
\begin{equation*}
\Pi\left(t_{w}, t_{w}+t \mid \boldsymbol{\tau}\right)=\mathbb{P}\left[X\left(t^{\prime}\right)=X\left(t_{w}\right) \forall t^{\prime} \in\left[t_{w}, t_{w}+t\right] \mid \boldsymbol{\tau}\right] . \tag{21}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left(\frac{f(t)}{t^{\gamma}}\right)^{\alpha-1}(1-\Pi(t, t+f(t) \mid \boldsymbol{\tau})) \xrightarrow{\text { law }} \mathcal{Z} \quad \text { as } t \rightarrow \infty \tag{22}
\end{equation*}
$$

for some non-degenerate random variable $\mathcal{Z}$.
Before we proceed to the proofs of these theorems, let us explain at the heuristic level the behaviour of the process $X$ at large times. After the first $n$ jumps the process typically visits $O\left(n^{1 / 2}\right)$ sites. The deepest trap that it finds during $n$ jumps has therefore the depth $O\left(n^{1 / 2 \alpha}\right)$ as can be verified from (4). This trap is typically visited $O\left(n^{1 / 2}\right)$ times. Since the depths are in the domain of attraction of an $\alpha$-stable law with $\alpha<1$, the time needed for $n$ jumps is essentially determined by the time spent in the deepest trap. This time is $O\left(n^{(1+\alpha) / 2 \alpha}\right)$. Inverting this expression we get that before time $t$ the process visits typically $O\left(t^{\alpha \gamma}\right)$ sites and the deepest traps it finds during this time have the depth of order $t^{\gamma}$. Moreover, the process is usually located in one of these deep traps at the time $t$. More precisely, it was proved in [BC04] that the distribution of the random variable $\tau_{X(t)} / t^{\gamma}$ converges to a non-degenerate distribution as $t \rightarrow \infty$. The sub-aging (8) is then an almost direct consequence of this claim.

Being in the trap with the depth $t^{\gamma}$, the process needs typically a time of the same order to jump out. In Theorem 1.1(a) we are interested in $1-\Pi(t, t+f(t))$ with $f(t) \ll t^{\gamma}$, that is in the probability that a jump occurs in a time much shorter than $t^{\gamma}$. There are essentially two possible strategies which lead to such event:
(i) $\tau_{X(t)}$ has the typical order $t^{\gamma}$ but the jump occurs in an exceptionally short time.
(ii) $X(t)$ is in a non-typically shallow trap and stays there a typical time.

We prove in Section 4 that the second strategy dominates. Therefore, we will need to study the probability of being in a very shallow trap or, equivalently, to describe the tail of $\mathbb{P}\left[\tau_{X(t)} / t^{\gamma} \leq u\right]$ for $u$ close to 0 . This description can be found in Proposition 4.2. We will use the fact that although the BTM never reaches equilibrium in a finite time, it is nearby equilibrium if we observe only traps that are much shallower than the typical depth $t^{\gamma}$ on intervals that are small with respect to the typical size of $X(t)$. This puts on rigorous basis the concept of local equilibrium that was introduced in [RMB00]. The concept does not give the right predictions for the values of the limiting functions $R(\theta)$ and $\Pi(\theta)$ but it is useful to describe their asymptotic behaviour as was already observed in this paper.

In Theorem $1.1(\mathrm{~b})$ we are interested in the possibility that the system does not jump for an exceptionally large time $g(t)$. It should be not surprising that this event is related to the event of being in an unusually deep trap with the depth of order $g(t)$. We will see that the process $X$ can reach such trap only if it is sufficiently close to the starting point of $X$. Since the process visits usually $O\left(t^{\alpha \gamma}\right)$ sites before time $t$, it is not difficult to argue heuristically that the probability that $X$ hits a trap with depth larger than $g(t)$ before $t$ decreases as $\left(g(t) / t^{\gamma}\right)^{-\alpha}$.

We will give precise arguments that leads to this claim and to the proof of Theorem 1.1(b) in Section 6.

For the study of the two-point function $R$ in Section 7 we need to know how behaves the quenched probability $\mathbb{P}[X(t)=X(0) \mid \boldsymbol{\tau}]$ for large times $t$. In Section 3 an upper bound for this probability is given together with quenched sub-diffusive bounds on the decay of the probability to get far from the starting point. These bounds are used frequently within the paper.

One of the main tools in proving aging in one-dimensional BTM is coupling between different time scales which was for the first time introduced in [FIN02]. As we make frequent use of it, we recall it in Section 2.

## 2. Coupling between different time scales

Let $(\bar{\Omega}, \overline{\mathcal{F}}, \overline{\mathbb{P}})$ be a probability space. On this space we define (as in [FIN02]) a two-sided $\alpha$-stable Lévy process $V(x), x \in \mathbb{R}$, with cadlag paths given by $V(0)=0$ and

$$
\begin{align*}
\overline{\mathbb{E}}[\exp (-\lambda(V(x+y)-V(x)))] & =\exp \left[\alpha y \int_{0}^{\infty}\left(e^{-\lambda w}-1\right) w^{-1-\alpha} d w\right]  \tag{23}\\
& =\exp \left[-y \lambda^{\alpha} \Gamma(1-\alpha)\right]
\end{align*}
$$

We use $\rho$ to denote the Lebesgue-Stieltjes measure associated to $V$, that is $\rho(x, y]=V(y)-V(x)$. It is known that

$$
\begin{equation*}
\rho(d x)=\sum_{i} v_{i} \delta_{x_{i}}(d x), \tag{24}
\end{equation*}
$$

where $\left(x_{i}, v_{i}\right)$ yields an inhomogeneous Poisson point process on $\mathbb{R} \times(0, \infty)$ with intensity $d x \alpha v^{-1-\alpha} d v$.

For each $\varepsilon>0$ we define a sequence of random variables $\tau_{i}^{\varepsilon}$ on $\bar{\Omega}$ in a way that the family $\left\{\tau_{i}^{\varepsilon}, i \in \mathbb{Z}\right\}$ has the same distribution as $\left\{\tau_{i}, i \in \mathbb{Z}\right\}$. The construction is as follows.

Let $G:[0, \infty) \mapsto[0, \infty)$ be such that

$$
\begin{equation*}
\overline{\mathbb{P}}[V(1)>G(u)]=\mathbb{P}\left[\tau_{0}>u\right] . \tag{25}
\end{equation*}
$$

The function $G$ is well defined since $V(1)$ has a continuous distribution function, $G$ is nondecreasing, right continuous, and hence has a nondecreasing, right continuous generalised inverse $G^{-1}(s)=\inf \{t: G(t) \geq s\}$. The random variables $\tau_{i}^{\varepsilon}$ are then defined by

$$
\begin{equation*}
\tau_{i}^{\varepsilon}=G^{-1}\left(\varepsilon^{-1 / \alpha} \rho(\varepsilon i, \varepsilon(i+1)]\right) \tag{26}
\end{equation*}
$$

The family $\tau_{i}^{\varepsilon}$ has the required properties, that is for fixed value of $\varepsilon$ the random variables $\tau_{i}^{\varepsilon}$ are i.i.d. and have the same distribution as $\tau_{0}$. An easy proof of this fact can be found in [FIN02] or [BČ04].

To couple the different time scales of BTM we introduce a collection of measures $\mu_{\varepsilon}$,

$$
\begin{equation*}
\mu_{\varepsilon}(d x)=\sum_{i \in \mathbb{Z}} \varepsilon^{1 / \alpha} \tau_{i}^{\varepsilon} \delta_{\varepsilon i}(d x) \tag{27}
\end{equation*}
$$

Let $W$ be a Brownian motion defined also on $(\bar{\Omega}, \overline{\mathcal{F}}, \overline{\mathbb{P}})$ that is independent of $V$. For any $\varepsilon>0$ we use $X_{\varepsilon}(t)$ to denote a process defined as the time change of $W$ using the speed measure $\mu_{\varepsilon}$. For sake of completeness and in order to introduce some notation we give here a definition of the time change.

Definition 2.1. Let $\nu$ be a positive measure on $\mathbb{R}$ and let $\ell(t, x)$ be a local time of Brownian motion $W$. We define $\phi(t)=\int \ell(t, x) \nu(d x)$. Let $\psi(s)$ be a generalised right-continuous inverse of $\phi(t), \psi(s)=\inf \{t ; \phi(t) \geq s\}$. Then the process $Y$ defined by $Y(t)=W(\psi(t))$ is called time-changed Brownian motion with speed measure $\nu$.

The relevance of the processes $X_{\varepsilon}$ can be seen from the following lemma that was proved in [FIN02] and [BČ04].

Lemma 2.2. For all $\varepsilon>0$ the process $\left(X_{\varepsilon}(t), \mu_{\varepsilon}\left(X_{\varepsilon}(t)\right)\right), t \geq 0$, has the same distribution as the process $\left(\varepsilon X\left(t \varepsilon^{-1 / \alpha \gamma}\right), \varepsilon^{1 / \alpha} \tau_{X\left(t \varepsilon^{-1 / \alpha \gamma}\right)}\right), t \geq 0$. In particular, $X_{\varepsilon}$ is a nearest-neighbour random walk on $\varepsilon \mathbb{Z}$.
We see from this lemma that the behaviour of $X$ at a large time $t_{\varepsilon}=\varepsilon^{-1 / \alpha \gamma}$ can be obtained from the behaviour of $X_{\varepsilon}$ at time $t=1$. In particular,

$$
\begin{align*}
R\left(t_{\varepsilon}, t_{\varepsilon}+f\left(t_{\varepsilon}\right)\right) & =\overline{\mathbb{P}}\left[X_{\varepsilon}(1)=X_{\varepsilon}\left(1+f\left(t_{\varepsilon}\right) / t_{\varepsilon}\right)\right]  \tag{28}\\
\Pi\left(t_{\varepsilon}, t_{\varepsilon}+f\left(t_{\varepsilon}\right)\right) & =\int_{0}^{\infty} \mathbb{P}\left[\tau_{X\left(t_{\varepsilon}\right)} \in d u\right] e^{-f\left(t_{\varepsilon}\right) / u} \\
& =\int_{0}^{\infty} \overline{\mathbb{P}}\left[\mu_{\varepsilon}\left[X_{\varepsilon}(1)\right] \in d u\right] \exp \left(-\frac{f\left(t_{\varepsilon}\right) \varepsilon^{1 / \alpha}}{u}\right) . \tag{29}
\end{align*}
$$

The first step in proving aging in BTM (see [FIN02,BČ04]) is the observation that the family $\mu_{\varepsilon}$ converges to $\rho \overline{\mathbb{P}}$-a.s. vaguely and also in so called point process sense. The point process convergence is defined as follows.

Definition 2.3. [FIN02] Given a family $\nu, \nu_{\varepsilon}, \varepsilon>0$ of locally finite measures on $\mathbb{R}$, we say that $\nu_{\varepsilon}$ converges in the point process sense to $\nu$, and write $\nu_{\varepsilon} \xrightarrow{p p} \nu$, as $\varepsilon \rightarrow 0$, provided the following holds: if the atoms of $\nu, \nu_{\varepsilon}$ are, respectively, at the distinct locations $y_{i}, y_{i^{\prime}}^{\varepsilon}$ with weights $w_{i}, w_{i^{\prime}}^{\varepsilon}$, then the subsets of $V_{\varepsilon}:=$ $\cup_{i^{\prime}}\left\{\left(y_{i^{\prime}}^{\varepsilon}, w_{i^{\prime}}^{\varepsilon}\right)\right\}$ of $\mathbb{R} \times(0, \infty)$ converge to $V:=\cup_{i}\left\{\left(y_{i}, w_{i}\right)\right\}$ as $\varepsilon \rightarrow 0$ in the sense that for any open $U$, whose closure $\bar{U}$ is a compact subset of $\mathbb{R} \times(0, \infty)$ such that its boundary contains no points of $V$, the number of points $\left|V_{\varepsilon} \cap U\right|$ in $V_{\varepsilon} \cap U$ is finite and equals $|V \cap U|$ for all $\varepsilon$ small enough.

Remark that, unlike vague or weak convergence, the point process convergence is sensitive to the event being exactly in one specified trap. That is why this convergence plays a decisive role in studying the behaviour of the two-point functions $R$ and $\Pi$.

The convergence of the speed measures $\mu_{\varepsilon}$ implies convergence of the processes $X_{\varepsilon}$ as was proved for the weak convergence in [Sto63] and for the point process convergence in [FIN02].

Proposition 2.4. For $\overline{\mathbb{P}}$-a.e. realisation of the measure $\rho$ and for any $t>0$, the distribution of $X_{\varepsilon}(t)$ converges weakly and in the point process sense to the distribution of a singular diffusion $Z$ at time $t$, where the singular diffusion $Z$
is defined as the time change of $W$ using $\rho$ as the speed measure. Further, the distribution of the random variable $\mu_{\varepsilon}\left[X_{\varepsilon}(t)\right]$ converges to the distribution of $\rho[Z(t)]$ for a.e. $\rho$ weakly and in the point process sense.

Using this proposition and formulas (28), (29) it is possible to get the expressions for $\Pi(\theta)$ and $R(\theta)$ as they appear in [FIN02, BČ04],

$$
\begin{align*}
& R(\theta)=\overline{\mathbb{P}}[Z(1+\theta)=Z(1)]  \tag{30}\\
& \Pi(\theta)=\int_{0}^{\infty} \overline{\mathbb{P}}[\rho[Z(1)] \in d u] e^{-\theta / u} \tag{31}
\end{align*}
$$

From this point we consider only the processes $X_{\varepsilon}$ defined on the space $(\bar{\Omega}, \overline{\mathcal{F}}, \overline{\mathbb{P}})$. Therefore we simplify the notation by omitting the bars.

We will often use scaling arguments based on the fact that the following equalities in distribution hold. For any $t \geq 0, \lambda>0$ and $x \in \mathbb{R}$

$$
\begin{align*}
& V(x) \stackrel{d}{=} \lambda^{-1 / \alpha} V(\lambda x), \\
& W(t) \stackrel{d}{=} \lambda^{-1} W\left(\lambda^{2} t\right),  \tag{32}\\
& =\quad Z(t) \stackrel{d}{=} \lambda^{-1} \ell\left(\lambda^{2} t, \lambda x\right) \\
& \lambda^{-1} Z\left(t \lambda^{(1+\alpha) / \alpha}\right)
\end{align*}
$$

The equalities in the left column are well known. The first equality on the right can be derived easily using properties of the local time. The forth equality follows from the definition of $Z$ and the previous three equalities. Indeed, let $V^{\lambda}(x)$, $W^{\lambda}(t)$, and $\ell^{\lambda}(t, x)$ be the right-hand sides of first three equalities in (32). We define $Z^{\lambda}$ as the time change of $W^{\lambda}$ using the Lebesgue-Stieltjes measure associated to $V^{\lambda}$ as the speed measure. Then using the notation from Definition 2.1 we get $\phi^{\lambda}(t):=\int \ell^{\lambda}(t, x) d V^{\lambda}(x)=\lambda^{-(1+\alpha) / \alpha} \phi\left(\lambda t^{2}\right)$. Therefore, its inverse $\psi^{\lambda}(s)=\lambda^{-2} \psi\left(\lambda^{(1+\alpha) / \alpha} s\right)$ and $Z^{\lambda}(t):=W^{\lambda}\left(\psi^{\lambda}(t)\right)=\lambda Z\left(\lambda^{(1+\alpha) / \alpha} t\right)$.

Finally, we introduce some additional analytical objects related to the time changing. Let $Y$ be the time change of Brownian motion with locally finite speed measure $\nu$. Then there exists a function $p_{\nu}(x, y ; t)$ such that for any Borel $B \subset \mathbb{R}$, $t>0$ (see for example [RW00])

$$
\begin{equation*}
\mathbb{P}_{x}[Y(t) \in B]=\int_{B} p_{\nu}(x, y ; t) \nu(d y) \tag{33}
\end{equation*}
$$

where we use the symbol $\mathbb{P}_{x}$ for distribution of the process started at $x$, that is defined naturally by time changing of Brownian motion started at $x$. The function $p_{\nu}$ is given by (33) only for $x, y$ in the support of $\nu$. Therefore, we define $p_{\mu_{\varepsilon}}(x, y, t)=: p_{\varepsilon}(x, y, t)$ for $x, y \notin \varepsilon \mathbb{Z}$ by linear interpolation. The set of atoms of $\rho$ is a dense subset of $\mathbb{R}$. It is a result of the theory of quasi-diffusions that this function is continuous on this set if $t>0$ (see e.g [Küc80] for quasidiffusions living on a bounded interval, and the proof of Lemma 2.1 in [FIN02] how to extend this result to the unbounded case), and therefore has unique continuous extension to $\mathbb{R}$ that we call also $p_{\rho}$. We summarise some basic properties of $p_{\varepsilon}$, $p_{\rho}$ in the following lemma.

Lemma 2.5. (i) Let $x \in \varepsilon \mathbb{Z}$. The function $p_{\varepsilon}$ is a solution of the system

$$
\begin{align*}
\frac{\partial p_{\varepsilon}}{\partial t}(x, y ; t) & =\mathcal{L}_{\varepsilon} p_{\varepsilon}(x, y ; t)  \tag{34}\\
p_{\varepsilon}(x, y ; 0) & =\mu_{\varepsilon}[x]^{-1} \delta_{x}(y)
\end{align*}
$$

The generator $\mathcal{L}_{\varepsilon}$ of the process $X_{\varepsilon}$ is weighted discrete Laplace operator, that is for $y \in \varepsilon \mathbb{Z}$

$$
\begin{equation*}
\mathcal{L}_{\varepsilon} f(y)=\frac{\partial^{2} f(y)}{\mu_{\varepsilon}(\partial y) \partial y}:=\frac{1}{2 \tau_{y \varepsilon^{-1}}^{\varepsilon} \varepsilon^{1 / \alpha \gamma}}\{f(y+\varepsilon)+f(y-\varepsilon)-2 f(y)\} . \tag{35}
\end{equation*}
$$

(ii) $p_{\varepsilon}$ as function of $t$ and $y$ is continuous on the set $\{(y, t): y \in \mathbb{R}, t \geq 0\}$ for all $x \in \varepsilon \mathbb{Z}$; and $p_{\varepsilon}(x, y ; t)=p_{\varepsilon}(y, x ; t)$ for $x, y \in \varepsilon \mathbb{Z}$.
(iii) Let $f(y)=p_{\varepsilon}(x, y, t)$. Then for all $t>0, x \in \varepsilon \mathbb{Z}$ there exist $y_{0} \in \mathbb{R}$ such that $f(y)$ is non-decreasing at $\left(-\infty, y_{0}\right]$ and non-increasing at $\left[y_{0}, \infty\right)$.
(iv) The Dirichlet form $\mathcal{E}_{\varepsilon}$ associated to $X_{\varepsilon}$ defined on $L^{2}\left(\mu_{\varepsilon}\right)$ is given by

$$
\begin{equation*}
\mathcal{E}_{\varepsilon}(f, g)=\int f \mathcal{L}_{\varepsilon} g d \mu_{\varepsilon}=\frac{1}{2 \varepsilon} \sum_{x \in \varepsilon \mathbb{Z}}(f(x+\varepsilon)-f(x))(g(x+\varepsilon)-g(x)) \tag{36}
\end{equation*}
$$

(v) The function $f(y)=p_{\rho}(x, y ; t)$ is continuous on $\mathbb{R}$ for $t>0$, has only one maximum, and is concave in some neighbourhood of this maximum.

Proof. Claims (i), (ii), (iv) are standard results about Markov processes on a countable space and they follow directly from the definitions of $X_{\varepsilon}$ and $p_{\varepsilon}$. Claim (iii) follows from a maximum principle for the discrete parabolic system (34) which can be easily proved. Claim (v) follows from the maximum principle for a similar system as (34), where $\mathcal{L}_{\varepsilon}$ is replaced by $\mathcal{L}_{\rho} f=\partial^{2} f / \partial \rho \partial y$ defined e.g. in [DM76,KW82] by $h=\partial^{2} f / \partial \rho \partial x$ if for some $c_{1}, c_{2} \in \mathbb{R}$

$$
\begin{equation*}
f(x)=c_{1}+\int_{0}^{x}\left(c_{2}+\int_{0}^{u} h(v) \rho(d v)\right) d u . \tag{37}
\end{equation*}
$$

For such system the maximum principle can be proved by adaptation of standard techniques (see e.g. [PW67]). The concavity follows then from existence of the derivative $\partial^{2} p_{\varepsilon}(x, y ; t) / \partial \rho \partial y$.

We will use $p_{\varepsilon}(x)$ as a shorthand for $p_{\mu_{\varepsilon}}(0, x ; 1)$, similarly we write $p_{\rho}(x)$ for $p_{\rho}(0, x ; 1)$. We use the letters $C, c$ to denote positive constants that have no particular importance. The value of these constants can change during computations.

## 3. Some estimates on $p_{\varepsilon}$

In this section we give some estimates on $p_{\varepsilon}$, which can be of their own interest. In the averaged case they correspond up to multiplicative constants to the numerical results obtained in [BB03]. Some of the averaged results proved here can be obtained more easily using scaling arguments. However, as we will need quenched results later, we use more robust techniques.

Lemma 3.1. (Diagonal upper bound) Let $\mathcal{B}(x, r)$ denotes the closed ball around $x$ with radius $r, \mathcal{B}(x, r)=[x-r, x+r]$. We use $\mathcal{V}_{\varepsilon}(x, r)$ to denote its volume with respect to $\mu_{\varepsilon}, \mathcal{V}_{\varepsilon}(x, r)=\mu_{\varepsilon}(\mathcal{B}(x, r))$. Then for any $x \in \mathbb{R}$ and $r>0$

$$
\begin{equation*}
p_{\varepsilon}\left(x, x ; 4 r \mathcal{V}_{\varepsilon}(x, r)\right) \leq \lim _{s \uparrow r} \frac{2}{\mathcal{V}_{\varepsilon}(x, s)} \tag{38}
\end{equation*}
$$

Proof. We use a similar method as in [BCK04]. Without loss of generality we assume that $x=0$. To simplify the notation we define $\mathcal{V}_{\varepsilon}(r)=\mathcal{V}_{\varepsilon}(0, r)$, and $\mathcal{B}(r)=\mathcal{B}(0, r)=[-r, r]$. Since majority of arguments is independent of $\varepsilon$ we omit it usually from the notation. Let $\delta>0$ and let $\mathcal{U}_{\delta}(r)$ be an increasing smooth function satisfying

$$
\begin{equation*}
\mathcal{V}(r-\delta) \leq \mathcal{U}_{\delta}(r) \leq \mathcal{V}(r) \tag{39}
\end{equation*}
$$

Set $f_{t}(y)=p_{\varepsilon}(0, y ; t)$ and $\psi(t)=\left\|f_{t}\right\|_{L^{2}\left(\mu_{\varepsilon}\right)}^{2}$. Markov property and Lemma 2.5(ii) imply that $\psi(t)=f_{2 t}(0)$. Since, by (33),

$$
\begin{equation*}
\int_{[-r, r]} f_{t}(y) \mu_{\varepsilon}(d y)<1 \tag{40}
\end{equation*}
$$

there exists $y=y(r) \in[-r, r]$ with $f_{t}(y) \leq \mathcal{V}(r)^{-1} \leq \mathcal{U}_{\delta}(r)^{-1}$. To estimate $p(0,0 ; t)=f_{t}(0)=\psi(t / 2)$ we write

$$
\begin{equation*}
\frac{1}{2} f_{t}(0)^{2} \leq f_{t}(y)^{2}+\left|f_{t}(y)-f_{t}(0)\right|^{2} \tag{41}
\end{equation*}
$$

Using the Cauchy-Schwarz inequality we get (assuming for notational convenience that $y>0$ )

$$
\begin{align*}
& \mathcal{E}_{\varepsilon}\left(f_{t}, f_{t}\right) \geq(2 \varepsilon)^{-1} \sum_{i=0}^{y \varepsilon^{-1}-1}(f((i+1) \varepsilon)-f(i \varepsilon))^{2} \sum_{i=0}^{y \varepsilon^{-1}-1} \frac{\varepsilon}{y} \\
& \quad \geq\left(\frac{1}{2 \varepsilon} \sum_{i=0}^{y \varepsilon^{-1}-1}(f((i+1) \varepsilon)-f(i \varepsilon))\left(\frac{\varepsilon}{y}\right)^{-1 / 2}\right)^{2}=\frac{1}{2|y|}\left(f_{t}(y)-f_{t}(0)\right)^{2} \tag{42}
\end{align*}
$$

Putting the last two displays together we get

$$
\begin{equation*}
2 r \mathcal{E}\left(f_{t}, f_{t}\right) \geq-\frac{1}{\mathcal{U}_{\delta}(r)^{-2}}+\frac{1}{2} \psi(t / 2)^{2} . \tag{43}
\end{equation*}
$$

From (36)

$$
\begin{equation*}
\psi^{\prime}(t)=-2 \mathcal{E}\left(f_{t}, f_{t}\right) \leq \frac{2 \mathcal{U}_{\delta}(r)^{-2}-\psi(t / 2)^{2}}{2 r} \tag{44}
\end{equation*}
$$

and $\psi^{\prime \prime}(t)=4 \int\left(\mathcal{L} f_{t}\right)^{2} d \mu \geq 0$, so $\psi^{\prime}(t / 2) \leq \psi^{\prime}(t)$. Hence,

$$
\begin{equation*}
\psi^{\prime}(t) \leq \psi^{\prime}(2 t) \leq \frac{2 \mathcal{U}_{\delta}(r)^{-2}-\psi(t)^{2}}{2 r} \tag{45}
\end{equation*}
$$

We set $\phi(t)=2 / \psi(t)$. By (44) $\psi$ is decreasing, therefore $\phi$ is increasing and

$$
\begin{equation*}
\phi^{\prime}(t)=-\frac{1}{2} \phi^{2}(t) \psi^{\prime}(t) \geq \frac{2-\phi(t)^{2} \mathcal{U}_{\delta}(r)^{-2}}{2 r} \tag{46}
\end{equation*}
$$

Now take $r=r(t)$ such that $\phi(t)=\mathcal{U}_{\delta}(r(t))$. This gives $\phi^{\prime}(t)=r^{\prime}(t) \mathcal{U}_{\delta}^{\prime}(r(t)) \geq$ $(2 r(t))^{-1}$ and thus

$$
\begin{equation*}
t \leq 2 \int_{0}^{t} r(s) r^{\prime}(s) \mathcal{U}_{\delta}^{\prime}(r(s)) d s=2 \int_{0}^{r(t)} u \mathcal{U}_{\delta}^{\prime}(u) d u \leq 2 r(t) \mathcal{U}_{\delta}(r(t)) \tag{47}
\end{equation*}
$$

Fix $R$ and choose $s$ such that $R=r(s)$. Then $s \leq 2 r(s) \mathcal{U}_{\delta}(r(s))=2 R \mathcal{U}_{\delta}(R)$, so $\phi\left(2 R \mathcal{U}_{\delta}(R)\right) \geq \phi(s)=\mathcal{U}_{\delta}(R)$. Using now the definitions of $\psi, \phi$, and $f_{t}$ we get

$$
\begin{equation*}
p\left(0,0 ; 4 R \mathcal{U}_{\delta}(R)\right) \leq \frac{2}{\mathcal{U}_{\delta}(R)} \tag{48}
\end{equation*}
$$

We finish the proof using (39) and taking limit $\delta \rightarrow 0$.
We further prove the off-diagonal upper bounds. We will not estimate directly $p_{\varepsilon}(x, y ; t)$ but only $\mathbb{P}_{x}\left[\sup _{s \leq t}\left|X_{\varepsilon}(s)-x\right|>D\right]$. As the notation used in the upper bounds in the quenched case is relatively complicated, we first present an argument leading to the upper bound and then formulate the obtained results as a lemma. In the proof we follow [Bas02] with modifications that are needed for random environment and sub-diffusive decay.

For the Brownian motion $W$ that is used in the time change (and that is not necessarily started at the origin) we define

$$
\begin{equation*}
T^{r}=\inf \{t: W(t)-W(0) \geq r\} \tag{49}
\end{equation*}
$$

Let

$$
\begin{equation*}
S_{\varepsilon}(r)=\int_{[W(0), W(0)+r)} \ell\left(T^{r}, x\right) \mu_{\varepsilon}(d x) \tag{50}
\end{equation*}
$$

which means that $S_{\varepsilon}(r)$ is the time that $X_{\varepsilon}$ spends in $\left[X_{\varepsilon}(0), X_{\varepsilon}(0)+r\right)$ before hitting the right border of this interval. Note that due to scaling properties of Brownian motion $W$ and Lévy process $V$ (see (32)) the random variable $S_{\varepsilon}(r)$ has the same distribution as $r^{(1+\alpha) / \alpha} S_{\varepsilon / r}(1)$. Similarly, conditionally on $\rho=\rho_{0}$ and $W(0)=x$, the random variable $S_{\varepsilon}(r)$ has the same distribution as $r^{(1+\alpha) / \alpha} S_{\varepsilon / r}(1)$ conditionally on $W(0)=0$ and $\rho=\operatorname{Sc}_{x, r}\left(\rho_{0}\right)$, where the scaling $\mathrm{Sc}_{x, r}$ of measure is defined by

$$
\begin{equation*}
\mathrm{Sc}_{x, r}(\rho)(d x)=\sum_{i} r^{-1 / \alpha} v_{i} \delta_{\left(x_{i}-x\right) / r}(d x) \quad \text { if } \quad \rho(d x)=\sum_{i} v_{i} \delta_{x_{i}}(d x) \tag{51}
\end{equation*}
$$

Note also that $\mathrm{Sc}_{x, r}(\rho)$ has the same distribution as $\rho$.
Take now $D, t, r$, and $n$ such that for some $a$ which will be fixed later these constants satisfy

$$
\begin{equation*}
n=\left[a\left(\frac{D}{t^{\alpha \gamma}}\right)^{1+\alpha}\right] \quad \text { and } \quad r=D / n \tag{52}
\end{equation*}
$$

Then, for fixed $\varepsilon$, using the equalities in distribution discussed in the previous paragraph, we get

$$
\begin{align*}
& \mathbb{E}_{x}\left[e^{-n t^{-1} S_{\varepsilon}(r)} \mid \rho\right]=\mathbb{E}_{0}\left[e^{-a^{-1 / \alpha} S_{\varepsilon / r}(1)} \mid \mathbf{S c}_{x, r}(\rho)\right]=: \exp \left(-H_{\varepsilon}^{a}(x, r ; \rho)\right), \\
& \mathbb{E}_{x}\left[e^{-n t^{-1} S_{\varepsilon}(r)}\right]=\mathbb{E}_{0}\left[e^{-a^{-1 / \alpha} S_{\varepsilon / r}(1)}\right]=: \exp \left(-\mathcal{H}_{\varepsilon / r}^{a}\right) \tag{53}
\end{align*}
$$

The constants $\mathcal{H}_{\varepsilon}^{a}$ converge to some constant $\mathcal{H}^{a}$ as $\varepsilon \rightarrow 0$ as follows from the vague convergence of measures $\mu_{\varepsilon}$ and (50). Similarly, the distribution of $H_{\varepsilon}^{a}(x, r ; \rho)$ converges as $\varepsilon / r \rightarrow 0$. This condition corresponds to

$$
\begin{equation*}
r \gg \varepsilon \quad \text { or } \quad D \ll \varepsilon^{-1 / \alpha} t a^{-1 / \alpha} . \tag{54}
\end{equation*}
$$

Finally, we fix $a$ and $\varepsilon_{1}$ small enough such that for all $\varepsilon<\varepsilon_{1}$

$$
\begin{equation*}
\mathbb{E} H_{\varepsilon}^{a}(x, r ; \rho) \geq 2 \quad \text { and } \quad \mathcal{H}_{\varepsilon}^{a} \geq 2 . \tag{55}
\end{equation*}
$$

Let $T_{0}=0$ and define inductively $T_{i+1}=T^{r} \circ \theta_{T_{i}}$, where $\theta_{t}$ is the standard time shift. Then, by decomposition at $T_{i}$,

$$
\begin{align*}
\mathbb{P}_{x}\left[\sup _{s \leq t} X_{\varepsilon}(s)\right. & -x \geq D \mid \rho] \leq \mathbb{P}_{x}\left[\sum_{i=0}^{n-1} S_{\varepsilon}(r) \circ \theta_{T_{i}} \leq t \mid \rho\right]  \tag{56}\\
& \leq \mathbb{P}_{x}\left[\prod_{i=0}^{n-1} \exp \left(-\lambda S_{\varepsilon}(r) \circ \theta_{T_{i}}\right) \geq e^{-\lambda t} \mid \rho\right]
\end{align*}
$$

Take $\lambda=n t^{-1}$. Since $S_{\varepsilon}(r) \circ \theta_{T_{i}}$ are independent for different indices $i$, the last expression is bounded by

$$
\begin{equation*}
\leq e^{n} \prod_{i=0}^{n-1} \mathbb{E}_{x+i r}\left[\exp \left(-n t^{-1} S_{\varepsilon}(r)\right) \mid \rho\right]=\exp \left\{n-\sum_{i=0}^{n-1} H_{\varepsilon}^{a}(x+i r, r ; \rho)\right\} \tag{57}
\end{equation*}
$$

and similarly for the averaged case

$$
\begin{equation*}
\mathbb{P}_{x}\left[\sup _{s \leq t} X_{\varepsilon}(s)-X_{\varepsilon}(0) \geq D\right] \leq \exp \left\{n-\sum_{i=0}^{n-1} \mathcal{H}_{\varepsilon / r}^{a}\right\} \leq \exp (-n) \tag{58}
\end{equation*}
$$

for all $\varepsilon / r<\varepsilon_{1}$. We have proved the claim (a) of the following lemma. The claim (b) can be proved using the same reasoning as in (56), (57) taking $\lambda=r=1$, $a=1$ instead of (52) and $\lambda=n t^{-1}$. Note that the estimate (b) is far to be optimal.
Lemma 3.2. (a) Let $D \leq t\left(a \varepsilon_{1} \varepsilon\right)^{-1 / \alpha}$ (i.e. $\varepsilon / r \leq \varepsilon_{1}$ ), and let $n$ be given by (52). Then

$$
\begin{gather*}
\mathbb{P}_{x}\left[\sup _{s \leq t} X_{\varepsilon}(s)-x \geq D \mid \rho\right] \leq \exp \left\{n-\sum_{i=0}^{n-1} H_{\varepsilon}^{a}(x+i r, r ; \rho)\right\},  \tag{59}\\
\mathbb{P}_{x}\left[\sup _{s \leq t} X_{\varepsilon}(s)-x \geq D\right] \leq \exp \left\{-a\left(\frac{D}{t^{\alpha \gamma}}\right)^{1+\alpha}\right\} . \tag{60}
\end{gather*}
$$

(b) For all $D \geq 0$,

$$
\begin{gather*}
\mathbb{P}_{x}\left[\sup _{s \leq t} X_{\varepsilon}(s)-x \geq D \mid \rho\right] \leq \exp \left\{t-\sum_{i=0}^{D-1} H_{\varepsilon}^{1}(x+i, 1 ; \rho)\right\}  \tag{61}\\
\mathbb{P}_{x}\left[\sup _{s \leq t} X_{\varepsilon}(s)-x \geq D\right] \leq C \exp \{t-c D\} \tag{62}
\end{gather*}
$$

(c) For all $r>0$ the random variables $H_{\varepsilon}^{a}(x+i r, r ; \rho)$ converge $\rho$-a.s. as $\varepsilon \rightarrow 0$.

This lemma has a simple corollary, which follows from the weak convergence $X_{\varepsilon}(t) \rightarrow Z(t)$ as $\varepsilon \rightarrow 0$, namely the following sub-diffusive estimate holds.
Corollary 3.3. For any $t>0$ and $x>0$ the singular diffusion $Z$ satisfies

$$
\begin{equation*}
\mathbb{P}[|Z(t)| \geq x] \leq C \exp \left(-c\left(x / t^{\alpha \gamma}\right)^{1+\alpha}\right) \tag{63}
\end{equation*}
$$

## 4. Short time behaviour of function $\Pi$

In this section we prove Theorem 1.1(a). We show that the second of the two strategies discussed in Introduction dominates. More precisely, we show that the traps with depth of order $f(t)$ give the largest contribution to $1-\Pi(t, t+f(t))$. We will use expression (29) to compute $\Pi(t, t+f(t))$. Note that in the language of processes $X_{\varepsilon}$ the traps of original BTM with depth $f\left(t_{\varepsilon}\right)$ correspond to atoms of $\mu_{\varepsilon}$ with the weight

$$
\begin{equation*}
h(\varepsilon):=f\left(t_{\varepsilon}\right) / t_{\varepsilon}^{\gamma}=f\left(\varepsilon^{-1 / \alpha \gamma}\right) \varepsilon^{1 / \alpha} . \tag{64}
\end{equation*}
$$

From the assumptions of Theorem 1.1(a) follows that the function $h$ satisfies

$$
\begin{equation*}
\varepsilon^{(1-(1+\alpha) \mu) / \alpha} \leq h(\varepsilon) \leq \varepsilon^{(1-(1+\alpha) \kappa) / \alpha} \tag{65}
\end{equation*}
$$

for all $\varepsilon$ small enough and therefore

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} h(\varepsilon)=0 \tag{66}
\end{equation*}
$$

To estimate the contributions of traps with different depth we define for $a, b \in[0, \infty]$ a random variable $\mathcal{Z}(\varepsilon ; a, b)$,

$$
\begin{equation*}
\mathcal{Z}(\varepsilon ; a, b)=h(\varepsilon)^{\alpha-1} \int_{a}^{b} \mathbb{P}\left[\mu_{\varepsilon}\left(X_{\varepsilon}(1)\right) \in d u \mid \rho\right]\left[1-\exp \left(-\frac{h(\varepsilon)}{u}\right)\right] \tag{67}
\end{equation*}
$$

By (29), the quantity we want to control satisfies

$$
\begin{equation*}
\left(\frac{f\left(t_{\varepsilon}\right)}{t_{\varepsilon}^{\gamma}}\right)^{\alpha-1}\left(1-\Pi\left(t_{\varepsilon}, t_{\varepsilon}+f\left(t_{\varepsilon}\right)\right)\right)=\mathbb{E} \mathcal{Z}(\varepsilon ; 0, \infty)=: \mathbb{E} \mathcal{Z}(\varepsilon) \tag{68}
\end{equation*}
$$

Theorems 1.1(a) and 1.3 are therefore direct consequences of the following proposition

Proposition 4.1. As $\varepsilon \rightarrow 0$ the family $\mathcal{Z}(\varepsilon)$ converges $\mathbb{P}$-a.s. and in $L^{1}(\mathbb{P})$ to a nontrivial random variable $\mathcal{Z}$ defined by

$$
\begin{equation*}
\mathcal{Z}=\Gamma(\alpha+2) \frac{\alpha}{1-\alpha} \int_{-\infty}^{\infty} p_{\rho}(x) d x \tag{69}
\end{equation*}
$$

The constant $K_{1}$ defined in Theorem 1.1 is equal to $\mathbb{E Z}$.
Proof. Choose two constants $\eta_{1}, \eta_{2}$ which satisfy

$$
\begin{equation*}
\frac{1}{\alpha}>\eta_{1}>\frac{1}{\alpha}-\frac{\mu(\alpha+1)}{\alpha}>1-\kappa(\alpha+1)>\eta_{2}>0 . \tag{70}
\end{equation*}
$$

With this choice $\varepsilon^{\eta_{1}} \leq h(\varepsilon) \leq \varepsilon^{\eta_{2} / \alpha} \leq \varepsilon^{\eta_{2}}$ for $\varepsilon<1$.
To show that the second of two strategies dominates the behaviour of $\mathcal{Z}(\varepsilon)$ we first prove that the atoms with weights larger than $\varepsilon^{\eta_{2}}$ do not contribute, that is

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \mathcal{Z}\left(\varepsilon ; \varepsilon^{\eta_{2}}, \infty\right)=0 \quad \mathbb{P} \text {-a.s. and in } L^{1}(\mathbb{P}) \tag{71}
\end{equation*}
$$

Indeed, since $1-e^{-x} \leq x$, we have uniformly in $\rho$

$$
\begin{align*}
h(\varepsilon)^{\alpha-1} \int_{\varepsilon^{\eta_{2}}}^{\infty} \mathbb{P}\left[\mu_{\varepsilon}\left(X_{\varepsilon}(1)\right)\right. & \in d u \mid \rho]\left(1-\exp \left(-\frac{h(\varepsilon)}{u}\right)\right) \\
& \leq h(\varepsilon)^{\alpha-1}\left(1-\exp \left(h(\varepsilon) \varepsilon^{-\eta_{2}}\right)\right) \leq h(\varepsilon)^{\alpha} \varepsilon^{-\eta_{2}} \tag{72}
\end{align*}
$$

Using (65) we can bound the last expression by $C \varepsilon^{1-\kappa(1+\alpha)-\eta_{2}}$. Since by (70) $1-\kappa(1+\alpha)-\eta_{2}>0$, the convergence in (71) is verified.

We must now control the remaining part, that is $\mathcal{Z}\left(\varepsilon ; 0, \varepsilon^{\eta_{2}}\right)$. Set

$$
\begin{equation*}
F_{\varepsilon}(u)=\mathbb{P}\left[\mu_{\varepsilon}\left(X_{\varepsilon}(1)\right) \leq u \mid \rho\right] . \tag{73}
\end{equation*}
$$

Integrating by parts we get

$$
\begin{align*}
\mathcal{Z}\left(\varepsilon ; 0, \varepsilon^{\eta_{2}}\right)=h(\varepsilon)^{\alpha-1}\left[F_{\varepsilon}\left(\varepsilon^{\eta_{2}}\right)(1\right. & \left.-\exp \left(h(\varepsilon) \varepsilon^{-\eta_{2}}\right)\right) \\
& \left.+\int_{0}^{\varepsilon^{\eta_{2}}} \frac{F_{\varepsilon}(u) h(\varepsilon)}{u^{2}} \exp \left(-\frac{h(\varepsilon)}{u}\right) d u\right] \tag{74}
\end{align*}
$$

As $\varepsilon \rightarrow 0$ the first term becomes negligible as can be shown using a similar estimate as for (72). Dividing further the domain of integration in the second term into $\left[0, \varepsilon^{\eta_{1}}\right)$ and $\left[\varepsilon^{\eta_{1}}, \varepsilon^{\eta_{2}}\right)$, and using the substitution $v=h(\varepsilon)^{-1} u$, we get for the first part

$$
\begin{equation*}
h(\varepsilon)^{\alpha} \int_{0}^{\varepsilon^{\eta_{1}}} \frac{F_{\varepsilon}(u)}{u^{2}} \exp \left(-\frac{h(\varepsilon)}{u}\right) d u \leq h(\varepsilon)^{\alpha-1} \int_{0}^{\varepsilon^{\eta_{1}} h(\varepsilon)^{-1}} v^{-2} e^{-1 / v} d v \tag{75}
\end{equation*}
$$

For small values of $\varepsilon$ the integrand is increasing on the whole domain of integration, so that we can bound the previous expression by $Q\left(\varepsilon^{-1}\right) \exp \left(-\varepsilon^{-c}\right)$ for some $c>0$ and for some at most polynomially increasing $Q$. Therefore (75) tends to zero uniformly in $\rho$. The result of the previous paragraph and (71) imply that if the following limits exist, then $\lim _{\varepsilon \rightarrow 0} \mathcal{Z}(\varepsilon)=\lim _{\varepsilon \rightarrow 0} \mathcal{Z}_{1}(\varepsilon)$, where

$$
\begin{equation*}
\mathcal{Z}_{1}(\varepsilon)=h(\varepsilon)^{\alpha} \int_{\varepsilon^{\eta_{1}}}^{\varepsilon^{\eta_{2}}} \frac{F_{\varepsilon}(u)}{u^{2}} \exp \left(-\frac{h(\varepsilon)}{u}\right) d u \tag{76}
\end{equation*}
$$

We can see now that we need to study the behaviour of $F_{\varepsilon}$ for small values of $u$. In the next section we will prove
Proposition 4.2. For $\mathbb{P}$-a.e. $\rho$, the function $F_{\varepsilon}$ defined in (73) can be written as

$$
\begin{equation*}
F_{\varepsilon}(u)=\mathcal{C}_{\varepsilon} u^{1-\alpha}+f_{\varepsilon}(u) u^{1-\alpha} \tag{77}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{C}_{\varepsilon}=\frac{\alpha}{1-\alpha} \int_{-\infty}^{\infty} p_{\varepsilon}(x) d x \tag{78}
\end{equation*}
$$

$\mathcal{C}_{\varepsilon}$ and $f_{\varepsilon}$ further satisfy

$$
\begin{array}{cc}
\lim _{\varepsilon \rightarrow 0} \mathcal{C}_{\varepsilon}=\frac{\alpha}{1-\alpha} \int_{-\infty}^{\infty} p_{\rho}(x) d x=: \mathcal{C} & \mathbb{P} \text {-a.s. and in } L^{1}(\mathbb{P}) \\
\lim _{\varepsilon \rightarrow 0} \sup \left\{\left|f_{\varepsilon}(u)\right|: u \in\left(\varepsilon^{\eta_{1}}, \varepsilon^{\eta_{2}}\right)\right\}=0 & \mathbb{P} \text {-a.s. and in } L^{1}(\mathbb{P}) . \tag{80}
\end{array}
$$

Remark 4.3. It is necessary to exclude $u \in\left(0, \varepsilon^{\eta_{1}}\right)$ from the supremum in (80), since the behaviour of $F_{\varepsilon}$ for such $u$ is influenced by the behaviour of the distribution of $\tau_{0}$ near the origin that is not specified.

First, we use Proposition 4.2 to finish the proof of Proposition 4.1. Applying again the substitution $v=h(\varepsilon)^{-1} u$ we obtain

$$
\begin{equation*}
\mathcal{Z}_{1}(\varepsilon)=\mathcal{C}_{\varepsilon} \int_{\varepsilon^{\eta_{1}} h(\varepsilon)^{-1}}^{\varepsilon^{\eta_{2}} h(\varepsilon)^{-1}} v^{-1-\alpha} \exp (-1 / v) d v+R(\varepsilon) \tag{81}
\end{equation*}
$$

Using (79) and the fact that, by (70), the integration domain converges to $(0, \infty)$, we obtain that the main term converges to

$$
\begin{equation*}
\mathcal{C} \int_{0}^{\infty} v^{-1-\alpha} \exp (-1 / v) d v \tag{82}
\end{equation*}
$$

The last display is equal to $\mathcal{Z}$ (see (69)) as can be verified by a simple integration. The absolute value of the error term $R(\varepsilon)$ can be bounded for $\varepsilon$ small enough by

$$
\begin{equation*}
2 \sup \left\{\left|f_{\varepsilon}(u)\right|: u \in\left(\varepsilon^{\eta_{1}}, \varepsilon^{\eta_{2}}\right)\right\} \cdot \int_{0}^{\infty} v^{-1-\alpha} \exp (-1 / v) d v \tag{83}
\end{equation*}
$$

which is negligible by (80).
Remark 4.4.1. The claim (17) of Theorem 1.1(c) can be proved by methods that are very similar to the methods that we used in the just finished proof. They differ only in the way how the limits are taken. To prove Theorem 1.1(a) we needed to take the limit $\varepsilon \rightarrow 0$ and in the same time observe the atoms with the weight close to $h(\varepsilon) \rightarrow 0$. To show (17), the limit $\varepsilon \rightarrow 0$ must be taken first, and then the probability that $\rho(Z(1))$ is of order $\theta \rightarrow 0$ should be studied. It is easy to observe that this change does not produce any problems in the argumentation we presented.
2. An equivalent of Proposition 4.2 for the singular diffusion $Z$, that is $\mathbb{P}[\rho(Z(1)) \leq u \mid \rho]=\mathcal{C} u^{1-\alpha}(1+o(1))$ as $u \rightarrow 0$ is much easy to prove. It is a direct consequence of smoothness of $p_{\rho}$ and definition (23)-(24) of $\rho$. Similar remarks apply also to proofs of (18) and Theorem 1.2(b).

## 5. Proof of Proposition 4.2

To finish the proof of Theorem 1.1(a) we need to show Proposition 4.2. We first prove claim (79).

## Lemma 5.1.

$$
\begin{equation*}
\int_{-\infty}^{\infty} p_{\varepsilon}(x) d x \rightarrow \int_{-\infty}^{\infty} p_{\rho}(x) d x \quad \text { as } \varepsilon \rightarrow 0 \quad \mathbb{P} \text {-a.s. and in } L^{1}(\mathbb{P}) . \tag{84}
\end{equation*}
$$

Proof. First, we use Lemma 3.2 to estimate $\int_{K}^{\infty} p_{\varepsilon}(x) d x$ for a large integer $K$. The integral over $(-\infty,-K]$ can be treated in the same way, while for the integral
over $[-K, K]$ we will need different methods. The functions $p_{\rho}$ and also $p_{\varepsilon}$ with $\varepsilon$ small enough are decreasing on $[K, \infty)$ if $K$ is large enough. Therefore,

$$
\begin{equation*}
\int_{K}^{\infty} p_{\varepsilon}(x) d x \leq \sum_{k=K}^{\infty} p_{\varepsilon}(k) \tag{85}
\end{equation*}
$$

Further, for $k \geq K$,

$$
\begin{align*}
\mathbb{P}\left[X_{\varepsilon}(1) \geq k \mid \rho\right] & \geq \mathbb{P}\left[X_{\varepsilon}(1) \in[k, k+1) \mid \rho\right] \\
& \geq p_{\varepsilon}(k+1) \mu_{\varepsilon}([k, k+1)) \tag{86}
\end{align*}
$$

Using this and Lemma 3.2(b) we get

$$
\begin{equation*}
p_{\varepsilon}(k) \leq \frac{C \prod_{j=0}^{k-2} \exp \left(-H_{\varepsilon}^{1}(j, 1 ; \rho)\right)}{\mu_{\varepsilon}([k-1, k))}=: q_{\varepsilon}(k) \tag{87}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{K}^{\infty} p_{\varepsilon}(x) d x \leq \sum_{k=K}^{\infty} q_{\varepsilon}(k) . \tag{88}
\end{equation*}
$$

To control the denominator of (87) we need one technical lemma.
Lemma 5.2. The family $\tau_{i}^{\varepsilon}$ satisfy

$$
\begin{equation*}
\sup _{\varepsilon \leq 1} \mathbb{E}\left[\mu_{\varepsilon}([0,1))^{-1}\right]=\sup _{\varepsilon \leq 1} \mathbb{E}\left[\left\{\varepsilon^{1 / \alpha} \sum_{i=1}^{\varepsilon^{-1}} \tau_{i}\right\}^{-1}\right]<\infty \tag{89}
\end{equation*}
$$

Proof. Let $F_{\tau}$ be the common distribution function of $\tau_{i}^{\varepsilon}$ 's. Since $\tau_{i}^{\varepsilon}$ 's satisfy (4) and (14), there exists $\kappa>0$ small such that $F_{\tau}(x) \leq 1-\kappa x^{-\alpha}$ for all $x \geq c$. Define

$$
F_{\sigma}(x)= \begin{cases}1-\kappa x^{-\alpha} & \text { for } x \geq c  \tag{90}\\ 0 & \text { for } 0 \leq x<c\end{cases}
$$

Since $F_{\sigma}(x) \geq F_{\tau}(x)$ for all $x \geq 0$ there exists a sequence of i.i.d. random variables $\sigma_{i}$ with the common distribution function $F_{\sigma}$ defined on the same probability space as $\tau_{i}$ satisfying $\sigma_{i} \leq \tau_{i}$ for all $i$. Therefore

$$
\begin{equation*}
\mathbb{E}\left[\left\{\varepsilon^{1 / \alpha} \sum_{i=0}^{\varepsilon^{-1}} \tau_{i}\right\}^{-1}\right] \leq \mathbb{E}\left[\left\{\varepsilon^{1 / \alpha} \max _{i \leq \varepsilon^{-1}} \sigma_{i}\right\}^{-1}\right]:=\mathbb{E}\left[Y_{\varepsilon}\right] \tag{91}
\end{equation*}
$$

The distribution function of $Y_{\varepsilon}$ satisfies

$$
F_{Y_{\varepsilon}}(x)= \begin{cases}1 & \text { for } x \geq \varepsilon^{-1 / \alpha} c^{-1}  \tag{92}\\ 1-\left(1-\kappa x^{\alpha} \varepsilon\right)^{\varepsilon^{-1}} & \text { for } x<\varepsilon^{-1 / \alpha} c^{-1}\end{cases}
$$

The expectation of $Y_{\varepsilon}$ is therefore

$$
\begin{align*}
\mathbb{E}\left[Y_{\varepsilon}\right] & =\varepsilon^{-1 / \alpha} c^{-1}\left(1-\kappa c^{-\alpha}\right)^{\varepsilon^{-1}}+\int_{0}^{\varepsilon^{-1 / \alpha} c^{-1}} \kappa \alpha x^{\alpha}\left(1-\varepsilon \kappa x^{\alpha}\right)^{-1+\varepsilon^{-1}} d x  \tag{93}\\
& \leq C+c \int_{0}^{\infty} x^{\alpha} \exp \left[-\varepsilon \kappa x^{\alpha}\left(\varepsilon^{-1}-1\right)\right] d x
\end{align*}
$$

The last expression can be easily bounded uniformly for small $\varepsilon$. This finishes the proof.

We can now bound (87) and (88). It follows from Lemma 3.2 that $H_{\varepsilon}^{1}(j, 1 ; \rho)$ converge for and all $j \in \mathbb{N}$ as $\varepsilon \rightarrow 0$ to some nontrivial random variable. The random variables $H_{\varepsilon}^{1}(j, 1 ; \rho)$ with different indices $j$ depend on $\rho$ on disjoint intervals, therefore they are mutually independent. Moreover, it follows from (55) and the fact that $H_{\varepsilon}^{1}(j, 1 ; \rho) \geq 0$ that $\mathbb{E}\left[\exp \left(-H_{\varepsilon}^{1}(j, 1 ; \rho)\right)\right]<q<1$. From the convergence of $H_{\varepsilon}^{1}(j, 1 ; \rho)$ as $\varepsilon \rightarrow 0$ it follows that $q$ can be chosen independent of $\varepsilon$ for $\varepsilon$ small. The denominator of $q_{\varepsilon}(k)$ is also independent of any $H_{\varepsilon}^{1}(j, 1 ; \rho)$ that appears in the numerator. From these claims and Lemma 5.2 it follows that there exist $q<1$ and $C<\infty$ such that for all $\varepsilon$ small enough $\mathbb{E}\left[q_{\varepsilon}(k)\right] \leq C q^{k}$. Therefore, the expectation of (88) is finite. For any $\delta>0$ and for a.e. $\rho$ it is thus possible to choose $K=K(\rho)$ independent of $\varepsilon$ such that for all $\varepsilon$ small enough

$$
\begin{equation*}
\int_{|x| \geq K} p_{\varepsilon}(x) d x \leq \delta / 2 \tag{94}
\end{equation*}
$$

Similarly, one can choose $L$ such that

$$
\begin{equation*}
\mathbb{E} \int_{|x| \geq L} p_{\varepsilon}(x) d x \leq \delta / 2 \tag{95}
\end{equation*}
$$

Inside of the interval $[-K, K]$ it is not difficult to conclude from the regularity properties of $p_{\varepsilon}$ and from the point process convergence of fixed time distributions of $X_{\varepsilon}$ (Proposition 2.4) that

$$
\begin{equation*}
p_{\varepsilon}(x) \rightarrow p_{\rho}(x) \quad \text { as } \varepsilon \rightarrow 0 \text { uniformly for } x \in[-K, K], \mathbb{P} \text {-a.s. } \tag{96}
\end{equation*}
$$

Indeed, fix $\delta>0$ and choose $\delta^{\prime}$ small enough such that the set $I\left(\delta^{\prime}\right)$ of atoms of $\rho$

$$
\begin{equation*}
I\left(\delta^{\prime}\right)=\left\{x \in[-K, K]: \rho[x] \geq \delta^{\prime}\right\} \tag{97}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
\sup _{y \in[-K, K]} \min _{x \in I\left(\delta^{\prime}\right)}|x-y| \leq \delta, \tag{98}
\end{equation*}
$$

and further, writing $I\left(\delta^{\prime}\right)=:\left\{x_{1}, \ldots x_{r}\right\}$, with $x_{i}<x_{i+1}$ for all $i \in\{1, \ldots, r-1\}$,

$$
\begin{equation*}
\left|p_{\rho}\left(x_{i}\right)-p_{\rho}\left(x_{i+1}\right)\right| \leq \delta \quad i \in\{1, \ldots, r-1\} \tag{99}
\end{equation*}
$$

From the properties of $p_{\rho}$ (see Lemma 2.5(v)) it is not difficult to show that $I\left(\delta^{\prime}\right)$ is finite a.s. Further, by the point process convergence of fixed time distributions and of the sequence $\mu_{\varepsilon}$ (see Proposition 2.4 and also [BČ04], Proposition 2.5 for more details), there exists a set $I\left(\delta^{\prime}, \varepsilon\right)=\left\{y_{1}^{\varepsilon}, \ldots, y_{r}^{\varepsilon}\right\}$ of atoms of $\mu_{\varepsilon}$ such that $y_{i}^{\varepsilon} \rightarrow x_{i}, \mu^{\varepsilon}\left[y_{i}^{\varepsilon}\right] \rightarrow \rho\left[x_{i}\right]$, and $\mathbb{P}\left[X_{\varepsilon}(1)=y_{i}^{\varepsilon} \mid \rho\right] \rightarrow \mathbb{P}\left[Z(1)=x_{i} \mid \rho\right]$ as $\varepsilon \rightarrow 0$. Since $p_{\varepsilon}(y)=\mathbb{P}\left[X_{\varepsilon}(1)=y \mid \rho\right] / \mu_{\varepsilon}(y)$, for all $\varepsilon$ small enough and for all $i \in\{1, \ldots, r\}$

$$
\begin{equation*}
\left|y_{i}^{\varepsilon}-x_{i}\right| \leq \delta^{2} \quad \text { and } \quad\left|p_{\varepsilon}\left(y_{i}^{\varepsilon}\right)-p_{\rho}\left(x_{i}\right)\right| \leq \delta^{2} . \tag{100}
\end{equation*}
$$

Using the regularity properties of $p_{\varepsilon}$ and $p_{\rho}$ (see Lemma $2.5(\mathrm{iii}, \mathrm{v})$ ) and applying also the last expression it is possible for $\delta$ small enough to identify three (not necessary disjoint) subintervals of $[-K, K]$ that cover $[-K, K]$ so that for all $\varepsilon$ small enough $p_{\varepsilon}$ should be increasing on the first, concave on the second,
and decreasing on the third interval. Using (100) it is then easy to get uniform convergence of $p_{\varepsilon}$ to $p_{\rho}$ on any of these three intervals and thus on $[-K, K]$. This proves (96).

The uniform convergence (96) implies

$$
\begin{equation*}
\int_{-K}^{K} p_{\varepsilon}(x) d x \rightarrow \int_{-K}^{K} p_{\rho}(x) d x \quad \mathbb{P} \text {-a.s. } \tag{101}
\end{equation*}
$$

and this together with (94) gives the a.s. convergence of Lemma 5.1.
It remains to verify the $L^{1}$ convergence of the integral in (95). Note that the function $p_{\varepsilon}$ can become very large. It is thus a priori not clear if $\mathbb{E}\left[\int_{-L}^{L} p_{\rho} d x\right]$ is finite. To control this integral we estimate $\sup _{y \in[-L, L]} p_{\varepsilon}(y)$.

From the well known bound (that can be proved by an easy application of Markov property and Cauchy inequality, see e.g. Section 5 in [GT01]),

$$
\begin{equation*}
p_{\varepsilon}(y)=p_{\varepsilon}(0, y ; 1) \leq\left(p_{\varepsilon}(0,0 ; 1) p_{\varepsilon}(y, y ; 1)\right)^{1 / 2} \tag{102}
\end{equation*}
$$

it follows that it is sufficient to bound $\sup _{y \in[-L, L]} p_{\varepsilon}(y, y ; 1)$. Using Lemma 3.1 we get for all $a \geq 16 L$

$$
\begin{equation*}
\mathbb{P}\left[\sup _{y \in[-L, L]} p_{\varepsilon}(y, y ; 1) \geq a\right] \leq \mathbb{P}\left[\sup _{y \in[-L, L]} \frac{2}{\mathcal{V}_{\varepsilon}(y, r(y, \varepsilon)-)} \geq a\right] \tag{103}
\end{equation*}
$$

where $r(y, \varepsilon)$ is defined by

$$
\begin{equation*}
r(y, \varepsilon)=\inf \left\{r: 4 r \mathcal{V}_{\varepsilon}(y, r) \geq 1\right\} \tag{104}
\end{equation*}
$$

We recall that $\mathcal{V}_{\varepsilon}(x, r)$ denotes the $\mu_{\varepsilon}$-measure of the closed ball $\mathcal{B}(x, r)$ with radius $r$ and centre $x$. Therefore (103) is bounded from above by

$$
\begin{align*}
& \mathbb{P}\left[\sup _{y \in[-L, L]} r(y, \varepsilon) \geq a / 8\right] \\
& \quad=\mathbb{P}\left[\sup _{y \in[-L, L]} \mathcal{V}_{\varepsilon}(y, a / 8) \leq 2 / a\right] \leq \mathbb{P}\left[\mathcal{V}_{\varepsilon}(0, a / 8-2 L) \leq 2 / a\right] \tag{105}
\end{align*}
$$

For the last inequality we used the fact that

$$
\begin{equation*}
\mathcal{B}(0, a / 8-2 L) \subset \mathcal{B}(y, a / 8) \quad \text { for all } y \in[-L, L] . \tag{106}
\end{equation*}
$$

Expression (105) can be bounded using the same strategy as we used in the proof of Lemma 5.2. Using the same notation as there, setting $b=a / 8-2 L$,

$$
\begin{gather*}
\mathbb{P}\left[\mathcal{V}_{\varepsilon}(b) \leq 2 / a\right] \leq \mathbb{P}\left[\varepsilon^{1 / \alpha} \sum_{i=0}^{b / \varepsilon} \tau_{i} \leq 2 / a\right] \leq \mathbb{P}\left[\max _{i \leq b / \varepsilon} \sigma_{i} \leq 2 \varepsilon^{-1 / \alpha} a^{-1}\right]  \tag{107}\\
\leq\left[F_{\sigma}\left(2 \varepsilon^{-1 / \alpha} a^{-1}\right)\right]^{b / \varepsilon} \leq\left(1-\kappa 2^{-\alpha} \varepsilon a^{\alpha}\right)^{b / \varepsilon} \leq e^{-c a^{\alpha} b}
\end{gather*}
$$

Therefore

$$
\begin{equation*}
\mathbb{P}\left[\sup _{y \in[-L, L]} p_{\varepsilon}(y, y ; 1) \geq a\right] \leq c \exp \left(-c^{\prime} a^{1+\alpha}\right) \tag{108}
\end{equation*}
$$

for all large $a$, for $\varepsilon$ small enough. It follows from (102) and (108) that the family of random variables $\sup _{y \in[-L, L]} p_{\varepsilon}(y)$ is uniformly integrable and therefore $\int_{-L}^{L} p_{\varepsilon} d x$ is uniformly integrable. In view of (95) and the already proved a.s. convergence this implies the $L^{1}$ convergence of Lemma 5.1.

Proof (of (77) and (80)). We want to show here that the function $F_{\varepsilon}(u):=$ $\mathbb{P}\left[\mu_{\varepsilon}\left(X_{\varepsilon}(1)\right) \leq u \mid \rho\right]$ can be written as $\mathcal{C}_{\varepsilon} u^{1-\alpha}+f_{\varepsilon}(u) u^{1-\alpha}$, where $f_{\varepsilon}$ is small in the sense of (80).

Recall that $\mu_{\varepsilon}(i \varepsilon)=\varepsilon^{1 / \alpha} \tau_{i}^{\varepsilon}$. We define $\tilde{\tau}_{i}^{\varepsilon}(u)=\tau_{i}^{\varepsilon} \mathbb{1}\left\{\varepsilon^{1 / \alpha} \tau_{i}^{\varepsilon} \leq u\right\}$ and $\bar{\tau}_{i}^{\varepsilon}(u)=$ $\tilde{\tau}_{i}^{\varepsilon}(u)-\mathbb{E} \tilde{\tau}_{i}^{\varepsilon}(u)$. It follows from (4) and Theorem VIII.9.2 of [Fel71] that for all $m \in \mathbb{N}$

$$
\begin{equation*}
\mathbb{E}\left[\left(\tilde{\tau}_{i}^{\varepsilon}(u)\right)^{m}\right]=\frac{\alpha}{m-\alpha}\left(u \varepsilon^{-1 / \alpha}\right)^{m-\alpha}(1+o(1)) \quad \text { as } \quad u \varepsilon^{-1 / \alpha} \rightarrow \infty \tag{109}
\end{equation*}
$$

This implies that

$$
\begin{equation*}
\mathbb{E}\left[\left(\bar{\tau}_{i}^{\varepsilon}(u)\right)^{m}\right]=C\left(u \varepsilon^{-1 / \alpha}\right)^{m-\alpha} \quad \text { as } \quad u \varepsilon^{-1 / \alpha} \rightarrow \infty . \tag{110}
\end{equation*}
$$

Using this notation we can write

$$
\begin{equation*}
u^{\alpha-1} F_{\varepsilon}(u)=\varepsilon^{1 / \alpha} u^{\alpha-1} \sum_{i=-\infty}^{\infty} p_{\varepsilon}(i \varepsilon) \mathbb{E} \tilde{\tau}_{i}^{\varepsilon}(u)+\varepsilon^{1 / \alpha} u^{\alpha-1} \sum_{i=-\infty}^{\infty} p_{\varepsilon}(i \varepsilon) \bar{\tau}_{i}^{\varepsilon}(u) \tag{111}
\end{equation*}
$$

Applying (109) we get for the difference of the first term and $\mathcal{C}_{\varepsilon}$ (see (78))

$$
\begin{equation*}
\left|\varepsilon^{1 / \alpha} u^{\alpha-1} \sum_{i=-\infty}^{\infty} p_{\varepsilon}(i \varepsilon) \mathbb{E} \tilde{\tau}_{i}^{\varepsilon}(u)-\frac{\alpha}{1-\alpha} \int p_{\varepsilon}(x) d x\right| \rightarrow 0 \tag{112}
\end{equation*}
$$

as $\varepsilon \rightarrow 0$, uniformly for $u \in\left(\varepsilon^{\eta_{1}}, \varepsilon^{\eta_{2}}\right)$, $\mathbb{P}$-a.s. and in $L^{1}(\mathbb{P})$. Therefore, the error that we make by replacing the first term of (111) by $\mathcal{C}_{\varepsilon}$ can be included into $f_{\varepsilon}(u)$.

To bound the second term of (111) we use the following lemma that is proved later in this section.

Lemma 5.3. For any finite interval $I \subset \mathbb{R}$ let

$$
\begin{align*}
f_{\varepsilon}^{u}(I) & =\varepsilon^{1 / \alpha} u^{\alpha-1} \sum_{i: i \varepsilon^{-1} \in I} \bar{\tau}_{i}^{\varepsilon}(u),  \tag{113}\\
f_{\varepsilon}(I) & =\sup \left\{\left|f_{\varepsilon}^{u}(I)\right|: u \in\left(\varepsilon^{\eta_{1}}, \varepsilon^{\eta_{2}}\right)\right\} .
\end{align*}
$$

Then

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} f_{\varepsilon}(I)=0 \quad \mathbb{P} \text {-a.s, in } L^{1}(\mathbb{P}), \text { and in } L^{2}(\mathbb{P}) \tag{114}
\end{equation*}
$$

We can now control the second term of (111). We start with the contribution of terms with $i \varepsilon \geq K$ for some large $K$, the terms with $i \varepsilon \leq-K$ can be controlled in the same way. Fix $\delta>0$. For $u \in\left(\varepsilon^{\eta_{1}}, \varepsilon^{\eta_{2}}\right)$ we get using estimate (87)

$$
\begin{equation*}
\varepsilon^{1 / \alpha} u^{\alpha-1} \sum_{i: i \varepsilon \geq K} p_{\varepsilon}(i \varepsilon) \bar{\tau}_{i}^{\varepsilon} \leq \sum_{k=K}^{\infty} q_{\varepsilon}(k) f_{\varepsilon}([k, k+1)) . \tag{115}
\end{equation*}
$$

As we have already discussed, $q_{\varepsilon}(k)$ depends only on $\rho$ in interval $[0, k)$ and satisfies $\mathbb{E}\left(q_{\varepsilon}(k)\right) \leq C q^{k}$ for some $q<1$. Therefore, for some small $\varepsilon_{0}$,

$$
\begin{equation*}
\mathbb{E}\left[\sup _{\varepsilon<\varepsilon_{0}} \sum_{k=K}^{\infty} q_{\varepsilon}(k) f_{\varepsilon}([k, k+1))\right] \leq C \mathbb{E}\left[\sup _{\varepsilon<\varepsilon_{0}} f_{\varepsilon}([0,1))\right] \sum_{k=K}^{\infty} q^{k}<\infty . \tag{116}
\end{equation*}
$$

Therefore, for all $\delta$ small and for a.e. $\rho$ it is possible to choose constants $K(\rho)$ and $L$ such that for all $\varepsilon$ small

$$
\begin{equation*}
\varepsilon^{1 / \alpha} u^{\alpha-1} \sum_{i: i \varepsilon \geq K(\rho)} p_{\varepsilon}(i \varepsilon) \bar{\tau}_{i}^{\varepsilon} \leq \delta \quad \text { and } \quad \mathbb{E}\left[\varepsilon^{1 / \alpha} u^{\alpha-1} \sum_{i: i \varepsilon \geq L} p_{\varepsilon}(i \varepsilon) \bar{\tau}_{i}^{\varepsilon}\right] \leq \delta \tag{117}
\end{equation*}
$$

It remains to estimate the sum over $|i \varepsilon|<K$.

$$
\begin{equation*}
\sup _{u \in\left(\varepsilon^{\eta_{1}}, \varepsilon^{\eta_{2}}\right)} \varepsilon^{1 / \alpha} u^{\alpha-1} \sum_{i:|i \varepsilon|<K} p_{\varepsilon}(i \varepsilon) \bar{\tau}_{i}^{\varepsilon} \leq f_{\varepsilon}((-K, K)) \sup _{x \in(-K, K)} p_{\varepsilon}(x) \tag{118}
\end{equation*}
$$

From uniform convergence of $p_{\varepsilon}$ to $p_{\rho}$ (see (96)) it follows that for all $\varepsilon$ small $\sup _{x \in(-K, K)} p_{\varepsilon}(x) \leq \sup _{x \in(-K, K)} p_{\rho}(x)+\delta$. Since $f_{\varepsilon}((-K, K)) \rightarrow 0$ a.s., the left-hand side of (118) converges to 0 a.s. Taking expectation in (118) and using the Cauchy-Schwarz inequality we get

$$
\begin{align*}
& \mathbb{E}\left[\sup _{u \in\left(\varepsilon^{\eta_{1}}, \varepsilon^{\eta_{2}}\right)} \varepsilon^{1 / \alpha} u^{\alpha-1} \sum_{i:|i \varepsilon|<L} p_{\varepsilon}(i \varepsilon) \bar{\tau}_{i}^{\varepsilon}\right] \\
& \leq \mathbb{E}\left[f_{\varepsilon}((-L, L))^{2}\right]^{1 / 2} \mathbb{E}\left[\left(\sup _{x \in(-L, L)} p_{\rho}(x)+\delta\right)^{2}\right]^{1 / 2} \tag{119}
\end{align*}
$$

The $L^{1}$ convergence then follows from $L^{2}$ convergence of $f_{\varepsilon}(I)$ that we proved in Lemma 5.3 and the fact that $\mathbb{E}\left[\left(\sup _{x \in(-L, L)} p_{\rho}(x)+\delta\right)^{2}\right]$ is finite by (108) and (102).

Proof (of Lemma 5.3). Without loss of generality we can take $I=[0,1]$. Fix $a>0$. Using a standard $2 k$-th moment method we get

$$
\begin{align*}
\mathbb{P} & {\left[f_{\varepsilon}^{u}(I)>a\right] } \\
& \leq a^{-2 k} u^{2 k(\alpha-1)} \varepsilon^{2 k / \alpha} \mathbb{E}\left[\left(\sum_{i=0}^{\varepsilon^{-1}} \bar{\tau}_{i}^{\varepsilon}(u)\right)^{2 k}\right]  \tag{120}\\
& =a^{-2 k} u^{2 k(\alpha-1)} \varepsilon^{2 k / \alpha} \sum_{\substack{l_{1}, \ldots, l_{r} \\
\sum l_{i}=2 k}} c\left(l_{1}, \ldots, l_{r}\right) \prod_{j=1}^{r} \sum_{i_{j}=0}^{\varepsilon^{-1}} \mathbb{E}\left[\left(\bar{\tau}_{i_{j}}^{\varepsilon}(u)\right)^{l_{j}}\right] .
\end{align*}
$$

Since $\mathbb{E} \bar{\tau}_{i}^{\varepsilon}=0$, the first sum runs over all collections of integers $l_{1}, \ldots, l_{r}$ satisfying $l_{i} \geq 2$ for all $i=1, \ldots, r$. Using (110) we get

$$
\begin{align*}
\mathbb{P}\left[f_{\varepsilon}^{u}(I)>a\right] & \leq a^{-2 k} u^{2 k(\alpha-1)} \varepsilon^{2 k / \alpha} \sum_{l_{1}, \ldots, l_{r}} C\left(l_{1}, \ldots, l_{r}\right) \prod_{i=1}^{r} \varepsilon^{-1}\left(u \varepsilon^{-1 / \alpha}\right)^{\ell_{j}-\alpha} \\
& \leq C a^{-2 k} u^{2 k \alpha} \sum_{r=1}^{k} u^{-r \alpha} \tag{121}
\end{align*}
$$

Since $u \rightarrow 0$ as $\varepsilon \rightarrow 0$ the largest contribution comes from the term $r=k$. Therefore, for all $\varepsilon$ small,

$$
\begin{equation*}
\mathbb{P}\left[f_{\varepsilon}^{u}(I)>a\right] \leq C a^{-2 k} u^{k \alpha} . \tag{122}
\end{equation*}
$$

Let $\delta>0$ small. Define $i_{1}(\varepsilon)$ and $i_{2}(\varepsilon)$ by $i_{j}(\varepsilon):=\max \left\{i \in \mathbb{Z}: \varepsilon^{\eta_{j}} \geq(1+\delta)^{i}\right\}$, and $u_{i}:=(1+\delta)^{i}$. Then

$$
\begin{equation*}
\mathbb{P}\left[\bigcup_{i=i_{1}}^{i_{2}+1}\left(f_{\varepsilon}^{u_{i}}(I)>a\right)\right] \leq \sum_{i=i_{1}}^{i_{2}+1} C a^{-2 k} u_{i}^{k \alpha} \leq C a^{-2 k} \delta^{-1} \varepsilon^{k \alpha \eta_{2}} \log \left(\varepsilon^{-1}\right) \tag{123}
\end{equation*}
$$

Using the definition (109) of $\bar{\tau}_{j}^{\varepsilon}$, and the observation that $\tilde{\tau}_{j}^{\varepsilon}\left(u_{i}\right) \leq \tilde{\tau}_{j}^{\varepsilon}(u)<$ $\tilde{\tau}_{j}^{\varepsilon}\left(u_{i+1}\right)$ for all for $u \in\left[u_{i}, u_{i+1}\right)$ we obtain

$$
\begin{align*}
f_{\varepsilon}^{u}(I) & =\varepsilon^{1 / \alpha} u^{\alpha-1} \sum_{j=0}^{\varepsilon^{-1}}\left(\tilde{\tau}_{j}^{\varepsilon}(u)-\mathbb{E}\left[\tilde{\tau}_{0}^{\varepsilon}(u)\right]\right) \\
& \leq f_{\varepsilon}^{u_{i+1}}(I)+\varepsilon^{1 / \alpha} u^{\alpha-1} \varepsilon^{-1}\left(\mathbb{E}\left[\tilde{\tau}_{0}^{\varepsilon}\left(u_{i+1}\right)\right]-\mathbb{E}\left[\tilde{\tau}_{0}^{\varepsilon}(u)\right]\right)  \tag{124}\\
& \leq f_{\varepsilon}^{u_{i+1}}(I)+c u^{\alpha-1}\left[u_{i+1}^{1-\alpha}-u^{1-\alpha}\right] \leq f_{\varepsilon}^{u_{i+1}}(I)+c \delta .
\end{align*}
$$

Therefore,

$$
\begin{equation*}
\mathbb{P}\left[\sup \left\{f_{\varepsilon}^{u}(I): u \in\left[\varepsilon^{\eta_{1}}, \varepsilon^{\eta_{2}}\right]\right\} \geq a+c \delta\right] \leq C a^{-2 k} \delta^{-1} \varepsilon^{k \alpha \eta_{2}} \log \left(\varepsilon^{-1}\right) \tag{125}
\end{equation*}
$$

The last bound is valid for all $a>0$ and $\delta$ small. Therefore, the $L^{1}$ and $L^{2}$ convergences follows easily. Taking $k$ large enough, the a.s. convergence can be proved using the Borel-Cantelli argument.

## 6. Long time behaviour of function $\Pi$

In this section we prove Theorem 1.1(b). We want to show that

$$
\begin{equation*}
\lim _{t \rightarrow \infty}\left(\frac{t^{\gamma}}{g(t)}\right)^{-\alpha} \Pi(t, t+g(t))=K_{2} \tag{126}
\end{equation*}
$$

for $g(t)$ much larger than $t^{\gamma}$. In the language of processes $X_{\varepsilon}$ it is equivalent (see (29)) to show

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} h(\varepsilon)^{\alpha} \int_{0}^{\infty} \mathbb{P}\left[\mu_{\varepsilon}\left(X_{\varepsilon}(1)\right) \in d u\right] \exp \left(-\frac{h(\varepsilon)}{u}\right)=K_{2} \tag{127}
\end{equation*}
$$

where

$$
\begin{equation*}
h(\varepsilon):=g\left(t_{\varepsilon}\right) / t_{\varepsilon}^{\gamma}=g\left(\varepsilon^{-1 / \alpha \gamma}\right) \varepsilon^{1 / \alpha} \rightarrow \infty \quad \text { as } \varepsilon \rightarrow 0 . \tag{128}
\end{equation*}
$$

The event that $X_{\varepsilon}$ stays in one trap for an unusually long time is determined by the event: "At time $t=1$ the process $X_{\varepsilon}$ is in an unusually deep trap." Indeed, for any constant $K$

$$
\begin{align*}
h(\varepsilon)^{\alpha} \int_{0}^{K} \mathbb{P}\left[\mu_{\varepsilon}\left(X_{\varepsilon}(1)\right) \in d u\right] \exp & \left(-\frac{h(\varepsilon)}{u}\right) \\
& \leq h(\varepsilon)^{\alpha} \exp \left(-\frac{h(\varepsilon)}{K}\right) \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 \tag{129}
\end{align*}
$$

To control the remaining part of the integral in (127) we need the following lemma.

Lemma 6.1. Let $U_{\varepsilon}(u)=\mathbb{P}\left[\mu_{\varepsilon}\left(X_{\varepsilon}(1)\right) \geq u\right]$. Then

$$
\begin{equation*}
U_{\varepsilon}(u)=\mathcal{K}(\varepsilon) u^{-\alpha}\left(1+f_{\varepsilon}(u)\right), \tag{130}
\end{equation*}
$$

where for some $\varepsilon_{0}$

$$
\begin{equation*}
\lim _{u \rightarrow \infty} \sup _{\varepsilon<\varepsilon_{0}}\left|f_{\varepsilon}(u)\right|=0 \tag{131}
\end{equation*}
$$

The function $\mathcal{K}(\varepsilon)$ converges as $\varepsilon \rightarrow 0$ to $\mathbb{E}\left[R_{Z}\right]$, where $R_{Z}$ is the range of $Z$ up to time $t=1$ defined by

$$
\begin{equation*}
R_{Z}=\sup \{Z(t): t \leq 1\}-\inf \{Z(t): t \leq 1\} \tag{132}
\end{equation*}
$$

We can now finish the proof of Theorem 1.1(b). Integrating by parts we get

$$
\begin{align*}
& h(\varepsilon)^{\alpha} \int_{K}^{\infty} \mathbb{P}\left[\mu_{\varepsilon}\left(X_{\varepsilon}(1)\right) \in d u\right] \exp \left(-\frac{h(\varepsilon)}{u}\right) \\
& \quad=h(\varepsilon)^{\alpha}\left\{U_{\varepsilon}(K) e^{-h(\varepsilon) / K}+\int_{K}^{\infty} U_{\varepsilon}(u) e^{-h(\varepsilon) / u} \frac{h(\varepsilon)}{u^{2}} d u\right\} . \tag{133}
\end{align*}
$$

The contribution of the first term in the braces becomes negligible as $h(\varepsilon) \rightarrow \infty$. We give the upper bound for the second term. Fix $\delta>0$ and choose $K$ such that $U_{\varepsilon}(u) \leq(1+\delta) u^{-\alpha} \mathbb{E}\left[R_{Z}\right]$ for all $u \geq K$ and $\varepsilon \leq \varepsilon_{0}$. This is possible by Lemma 6.1. The contribution of the second term in (133) is then bounded from above by

$$
\begin{equation*}
(1+\delta) h(\varepsilon)^{\alpha} \int_{K}^{\infty} \mathbb{E}\left[R_{Z}\right] u^{-\alpha} e^{-h(\varepsilon) / u} \frac{h(\varepsilon)}{u^{2}} d u \tag{134}
\end{equation*}
$$

Combining (129), (133) with the last expression and using the substitution $v=$ $u / h(\varepsilon)$ we get

$$
\begin{align*}
\limsup _{\varepsilon \rightarrow 0} h(\varepsilon)^{\alpha} & \int_{0}^{\infty} \mathbb{P}\left[\mu_{\varepsilon}\left(X_{\varepsilon}(1)\right) \in d u\right] e^{-h(\varepsilon) / u} \\
& \leq(1+\delta) \mathbb{E}\left[R_{Z}\right] \int_{0}^{\infty} v^{-\alpha-2} e^{-1 / v} d v=:(1+\delta) K_{2} \in(0, \infty) \tag{135}
\end{align*}
$$

In the same way we get a corresponding lower bound. Since $\delta$ was arbitrary the proof of Theorem 1.1(b) is finished. It remains to show Lemma 6.1.

Proof (of Lemma 6.1). We show that the probability that $X_{\varepsilon}$ hits a trap with the depth larger than $u$ during the time interval $[0,1]$ decreases as $u^{-\alpha}$. If $X_{\varepsilon}$ hits such trap at a time $T<1$, it has a very large probability to be there also at time $t=1$. Formally, let $I_{\varepsilon}(u)$ be the set of atoms of $\mu_{\varepsilon}$ with the weight larger than $u, I_{\varepsilon}(u)=\left\{x: \mu_{\varepsilon}(x) \geq u\right\}$. Let $L$ be a large constant. We define

$$
\begin{align*}
& T=T_{\varepsilon}(u)=\inf \left\{t \geq 0: X_{\varepsilon}(t) \in I_{\varepsilon}(u)\right\} \\
& A=A_{\varepsilon}(u)=\left\{T_{\varepsilon}(u) \leq 1\right\} \\
& B=B_{\varepsilon}(u)=\left\{\left|X_{\varepsilon}(s)\right| \leq L \text { for all } s \leq 1 \wedge T_{\varepsilon}(u)\right\},  \tag{136}\\
& C=C_{\varepsilon}(u)=\left\{X_{\varepsilon}(1)=X_{\varepsilon}\left(T_{\varepsilon}(u)\right)\right\} .
\end{align*}
$$

Using these definitions we get

$$
\begin{equation*}
\mathbb{P}[A] \geq U_{\varepsilon}(u) \geq \mathbb{P}[A \cap B \cap C] \tag{137}
\end{equation*}
$$

We will show that it is possible to choose $L=L(u)$ such that

$$
\begin{gather*}
\mathbb{P}[A]=\mathcal{K}(\varepsilon) u^{-\alpha}\left(1+\kappa_{\varepsilon}(u)\right),  \tag{138}\\
\mathbb{P}\left[A \cap B^{c}\right] \leq u^{-\alpha} \lambda_{\varepsilon}(u),  \tag{139}\\
\mathbb{P}\left[A \cap B \cap C^{c}\right] \leq u^{-\alpha} \eta_{\varepsilon}(u), \tag{140}
\end{gather*}
$$

for some $\kappa_{\varepsilon}, \lambda_{\varepsilon}, \eta_{\varepsilon}$ satisfying the same relation (131) as $f_{\varepsilon}$. The lemma follows then from (137)-(140).

We first introduce some additional notation. Let for all $u>0 \hat{U}_{i}$ and $\bar{U}_{i}$, $i \in \mathbb{Z}$, be two independent sequences of i.i.d. random variables independent of $V$ and $W$, having the same distribution as $\mu_{\varepsilon}(0)$ conditioned on being larger, resp. smaller than $u$, that is

$$
\begin{align*}
& \mathbb{P}\left[\hat{U}_{i} \geq a\right]=\mathbb{P}\left[\mu_{\varepsilon}(0) \geq a \mid \mu_{\varepsilon}(0) \geq u\right],  \tag{141}\\
& \mathbb{P}\left[\bar{U}_{i} \geq a\right]=\mathbb{P}\left[\mu_{\varepsilon}(0) \geq a \mid \mu_{\varepsilon}(0)<u\right] .
\end{align*}
$$

Let $Y_{i}, i \in \mathbb{Z}$, be a sequence of i.i.d. random variables uniformly distributed on $[0,1]$ and let $\mathcal{I}_{\varepsilon}(u)=\left\{i \varepsilon: Y_{i} \leq \mathbb{P}\left[\mu_{\varepsilon}(0) \geq u\right]\right\}$. We define two random measures

$$
\begin{align*}
\bar{\nu}_{\varepsilon}^{u} & =\sum_{i: i \varepsilon \notin I_{\varepsilon}(u)} \mu_{\varepsilon}(i \varepsilon) \delta_{i \varepsilon}+\sum_{i: i \varepsilon \in I_{\varepsilon}(u)} \bar{U}_{i} \delta_{i \varepsilon} \\
\hat{\nu}_{\varepsilon}^{u} & =\sum_{i: i \varepsilon \notin \mathcal{I}_{\varepsilon}(u)} \bar{\nu}_{\varepsilon}^{u}(i \varepsilon) \delta_{i \varepsilon}+\sum_{i: i \varepsilon \in \mathcal{I}_{\varepsilon}(u)} \hat{U}_{i} \delta_{i \varepsilon} . \tag{142}
\end{align*}
$$

The measure $\bar{\nu}_{\varepsilon}^{u}$ is therefore almost equal to the measure $\mu_{\varepsilon}$, only the weights of large atoms are changed to be smaller than $u$. We then re-insert large atoms to $\hat{\nu}_{\varepsilon}^{u}$ in the way that is independent of $\rho$. Let $\bar{X}_{\varepsilon}^{u}$ and $\hat{X}_{\varepsilon}^{u}$ be processes defined as the time change of the same Brownian motion $W$ with the speed measure $\bar{\nu}_{\varepsilon}^{u}$, resp. $\hat{\nu}_{\varepsilon}^{u}$. It is not difficult to verify that $\left(\hat{\nu}_{\varepsilon}^{u}, \hat{X}_{\varepsilon}^{u}\right)$ has the same distribution as ( $\mu_{\varepsilon}, X_{\varepsilon}$ ) for all $u>0$. Further, for any bounded interval $J$ there is $u_{0}$ such that if $u>u_{0}$, then $I_{\varepsilon}(u) \cap J=\emptyset$. Therefore $\bar{\nu}_{\varepsilon}^{u}$ converges to $\mu_{\varepsilon}$ as $u \rightarrow \infty$ vaguely and in the point process sense for a.e. realisation of $\rho$. Therefore, as follows from Theorem 2.1 of [FIN02], $\bar{X}_{\varepsilon}^{u}(t)$ converges to $X_{\varepsilon}(t)$ as $u \rightarrow \infty$ weakly and in the point process sense.

To show (138) we write

$$
\begin{align*}
\mathbb{P}[A] & =\mathbb{P}\left[\left\{X_{\varepsilon}(t): t \leq 1\right\} \cap I_{\varepsilon}(u) \neq \emptyset\right] \\
& =\mathbb{P}\left[\left\{\hat{X}_{\varepsilon}^{u}(t): t \leq 1\right\} \cap \mathcal{I}_{\varepsilon}(u) \neq \emptyset\right]  \tag{143}\\
& =\mathbb{P}\left[\left\{\bar{X}_{\varepsilon}^{u}(t): t \leq 1\right\} \cap \mathcal{I}_{\varepsilon}(u) \neq \emptyset\right] .
\end{align*}
$$

For the second equality we used the equality of the distributions of $X_{\varepsilon}$ and $\hat{X}_{\varepsilon}^{u}$, and for the third equality we used the fact that before the first hit of $\mathcal{I}_{\varepsilon}(u)$ the processes $\hat{X}_{\varepsilon}^{u}$ and $\bar{X}_{\varepsilon}^{u}$ behave in the same way. This is true since for any measurable $G \subset \mathbb{R} \backslash \mathcal{I}_{\varepsilon}(u)$ the corresponding speed measures satisfy
$\hat{\nu}_{\varepsilon}^{u}(G)=\bar{\nu}_{\varepsilon}^{u}(G)$. Let $R\left(\bar{X}_{\varepsilon}^{u}\right)=\max _{t \leq 1} \bar{X}_{\varepsilon}^{u}(t)-\min _{t \leq 1} \bar{X}_{\varepsilon}^{u}(t)$. Since $\mathcal{I}_{\varepsilon}(u)$ is independent of $\bar{X}_{\varepsilon}^{u}$,

$$
\begin{equation*}
\mathbb{P}[A]=\mathbb{E}\left[1-\left(1-\mathbb{P}\left[\mu_{\varepsilon}(0) \geq u\right]\right)^{1+R\left(\bar{X}_{\varepsilon}^{u}\right) / \varepsilon}\right] \tag{144}
\end{equation*}
$$

By definition (27) of $\mu_{\varepsilon}$ and by (4), $\mathbb{P}\left[\mu_{\varepsilon}(0) \geq u\right]=\left(u \varepsilon^{-1 / \alpha}\right)^{-\alpha}\left(1+\kappa_{\varepsilon}^{\prime}(u)\right)$, where $\kappa^{\prime}$ satisfies (131). Therefore,

$$
\begin{align*}
\mathbb{P}[A] & =\mathbb{E}\left[R\left(\bar{X}_{\varepsilon}^{u}\right) \varepsilon^{-1}\left(u \varepsilon^{-1 / \alpha}\right)^{-\alpha}\left(1+\kappa_{\varepsilon}^{\prime}(u)\right)+O\left(\varepsilon^{-1}\left(u \varepsilon^{-1 / \alpha}\right)^{-2 \alpha}\right)\right]  \tag{145}\\
& =\mathbb{E}\left[R\left(\bar{X}_{\varepsilon}^{u}\right)\right] u^{-\alpha}\left(1+\kappa_{\varepsilon}(u)\right) .
\end{align*}
$$

In the last computation we used the fact that $\mathbb{E}\left[\exp \left(\lambda R\left(\bar{X}_{\varepsilon}^{u}\right)\right)\right]$ exists for some $\lambda>0$ independent of $\varepsilon$ and $u$ if $\varepsilon$ is small and $u$ large enough as can be proved as in Lemma 3.2. Since $\bar{X}_{\varepsilon}^{u}$ converges to $X_{\varepsilon}$ a.s. as $u \rightarrow \infty$ and $X_{\varepsilon}$ converges to $Z$ a.s. as $\varepsilon \rightarrow 0$, it is not difficult to show

$$
\begin{equation*}
\lim _{u \rightarrow \infty} \mathbb{E}\left[R\left(\bar{X}_{\varepsilon}^{u}\right)\right] \rightarrow \mathbb{E}\left[R\left(X_{\varepsilon}\right)\right]=: \mathcal{K}(\varepsilon) \quad \text { and } \quad \lim _{\varepsilon \rightarrow 0} \mathcal{K}(\varepsilon)=\mathbb{E}\left[R_{Z}\right] \tag{146}
\end{equation*}
$$

This proves (138).
To prove (139) we write (recall that $\mathcal{B}(a)=[-a, a]$ )

$$
\begin{align*}
& \mathbb{P}\left[A \cap B^{c}\right]=\sum_{i=0}^{\infty} \mathbb{P}\left[\sup _{t \leq 1 \wedge T}\left|X_{\varepsilon}(t)\right| \in\left(2^{i} L, 2^{i+1} L\right] \cap A\right] \\
& \quad \leq \sum_{i=0}^{\infty} \mathbb{P}\left[\sup _{t \leq 1 \wedge T}\left|X_{\varepsilon}(t)\right| \in\left(2^{i} L, 2^{i+1} L\right] \cap\left\{\mathcal{B}\left(2^{i+1} L\right) \cap I_{\varepsilon}(u) \neq \emptyset\right\}\right]  \tag{147}\\
& \quad=\sum_{i=0}^{\infty} \mathbb{P}\left[\sup _{t \leq 1 \wedge T}\left|\hat{X}_{\varepsilon}^{u}(t)\right| \in\left(2^{i} L, 2^{i+1} L\right] \cap\left\{\mathcal{B}\left(2^{i+1} L\right) \cap \mathcal{I}_{\varepsilon}(u) \neq \emptyset\right\}\right]
\end{align*}
$$

Since $\bar{\nu}_{\varepsilon}^{u}(x) \leq \hat{\nu}_{\varepsilon}^{u}(x)$ for all $x \in \mathbb{R}, \mathbb{P}$-a.s.

$$
\begin{equation*}
\sup _{t \leq 1 \wedge T}\left|\hat{X}_{\varepsilon}^{u}(t)\right| \leq \sup _{t \leq 1 \wedge T}\left|\bar{X}_{\varepsilon}^{u}(t)\right| \tag{148}
\end{equation*}
$$

Therefore, using also independence of $\mathcal{I}_{\varepsilon}(u)$ and $\bar{X}_{\varepsilon}^{u}$,

$$
\begin{equation*}
\mathbb{P}\left[A \cap B^{c}\right] \leq \sum_{i=0}^{\infty} \mathbb{P}\left[\sup _{t \leq 1}\left|\bar{X}_{\varepsilon}^{u}(t)\right| \geq 2^{i} L\right] \mathbb{P}\left[\mathcal{B}\left(2^{i+1} L\right) \cap \mathcal{I}_{\varepsilon}(u) \neq \emptyset\right] \tag{149}
\end{equation*}
$$

The probability $\mathbb{P}\left[\sup _{t \leq 1}\left|\bar{X}_{\varepsilon}^{u}(t)\right| \geq a\right]$ decreases at least exponentially with $a$ as can be proved using similar techniques as Lemma 3.2(b). The rate of decrease is uniform in $\varepsilon$ for $\varepsilon$ small enough and only increases if $u$ becomes large. The second probability in (149) is easy to bound since $\mathbb{P}\left[\mathcal{B}(K) \cap \mathcal{I}_{\varepsilon}(u) \neq \emptyset\right]$ is smaller than $C K u^{-\alpha}$ for all $\varepsilon$ small enough. Therefore,

$$
\begin{equation*}
\mathbb{P}\left[A \cap B^{c}\right] \leq C u^{-\alpha} \sum_{i=0}^{\infty} e^{-c 2^{i} L} 2^{i} L \tag{150}
\end{equation*}
$$

Hence, for any $L=L(u)$ such that $\lim _{u \rightarrow \infty} L(u)=\infty$ the sum in the last display tends to 0 as $u \rightarrow \infty$ uniformly for $\varepsilon$ small. This proves (139).

To show (140) we first estimate $\mathbb{P}_{x}\left[X_{\varepsilon}(s) \neq x \mid \rho, \mu_{\varepsilon}[x] \geq u\right]$ for $s \leq 1$ and $x \in[-L, L]$. If $\mu_{\varepsilon}[x] \geq u$, then it follows from the definition (33) of $p_{\varepsilon}$ and from Lemma 2.5(i) that $p_{\varepsilon}(x, y, t) \leq u^{-1}$ for all $y \in \mathbb{R}$ and $t \geq 0$. Let $K=K(u)=$ $b \log u$ where $b$ is a large constant, and let $L=L(u)$ be such that $1 \ll L \ll \log u$. Then

$$
\begin{align*}
& \mathbb{P}_{x}\left[X_{\varepsilon}(s) \neq x \mid \rho, \mu_{\varepsilon}[x] \geq u\right] \\
& \quad=\mathbb{P}_{x}\left[\left|X_{\varepsilon}(s)\right|>K \mid \rho, \mu_{\varepsilon}[x] \geq u\right]+\int_{[-K, K] \backslash\{x\}} p_{\varepsilon}(x, y ; s) \mu_{\varepsilon}(d y)  \tag{151}\\
& \quad \leq \mathbb{P}_{x}\left[\left|X_{\varepsilon}(s)\right|>K \mid \rho, \mu_{\varepsilon}[x] \geq u\right]+\left\{u^{-1} \mu_{\varepsilon}(\mathcal{B}(K) \backslash\{x\}) \wedge 1\right\},
\end{align*}
$$

It can be again shown using the same methods as in Lemma 3.2(b) that, uniformly for all $x \in[-L, L]$,

$$
\begin{equation*}
\mathbb{P}_{x}\left[\left|X_{\varepsilon}(s)\right| \geq K \mid \mu_{\varepsilon}[x] \geq u\right] \leq C e^{-c K} \leq C u^{-c b} \tag{152}
\end{equation*}
$$

Using the two previous equations, decomposing on the value of $X_{\varepsilon}\left(T_{\varepsilon}\right)$, we obtain

$$
\begin{align*}
& \mathbb{P}\left[A \cap B \cap C^{c}\right] \leq \mathbb{E}_{\rho}\left[\sum_{x \in \varepsilon \mathbb{Z} \cap \mathcal{B}(L)} \mathbb{1}\left\{x \in I_{u}(\varepsilon)\right\} \mathbb{P}\left[X_{\varepsilon}\left(T_{\varepsilon}\right)=x \mid \rho\right]\right. \\
& \left.\times\left\{u^{-1} \mu_{\varepsilon}(\mathcal{B}(K) \backslash\{x\}) \wedge 1\right\}\right]+C u^{-c b}  \tag{153}\\
& \leq \mathbb{E}_{\rho}\left[\sum_{x \in \varepsilon \mathbb{Z} \cap \mathcal{B}(L)} \mathbb{1}\left\{x \in I_{u}(\varepsilon)\right\}\left\{u^{-1} \mu_{\varepsilon}(\mathcal{B}(K) \backslash\{x\}) \wedge 1\right\}\right]+C u^{-c b} .
\end{align*}
$$

Since $\left\{x \in I_{u}(\varepsilon)\right\}$ is independent of $\mu_{\varepsilon}(\mathcal{B}(K) \backslash\{x\})$, the last equation is bounded by

$$
\begin{align*}
\sum_{x \in \varepsilon \mathbb{Z} \cap \mathcal{B}(L)} \mathbb{P}\left[x \in I_{\varepsilon}(u)\right] \mathbb{E}_{\rho}\left[u^{-1} \mu_{\varepsilon}(\mathcal{B}(K))\right. & \wedge 1] \\
& \leq u^{-\alpha}\left[C u^{-\alpha} K(u) L+C u^{-c b+\alpha}\right] \tag{154}
\end{align*}
$$

Here we used the fact that $\mathbb{E}\left[u^{-1} \mu_{\varepsilon}(\mathcal{B}(K)) \wedge 1\right]$ behaves like $K u^{-\alpha}$ as can be verified easily. It is now possible to take $b$ large enough such that the expressions in the brackets in the last display tends to zero as $u \rightarrow \infty$. This finishes the proof of (138)-(140) and thus of Lemma 6.1.

## 7. Long time behaviour of function $R$

We prove Theorem 1.2 in this section. We first rewrite the object of our interest in the language of processes $X_{\varepsilon}$. Using (28) we get

$$
\begin{equation*}
\left(\frac{f(t)}{t}\right)^{\alpha \gamma} \mathbb{P}[X(t+f(t))=X(t)]=h(\varepsilon)^{\alpha \gamma} \mathbb{P}\left[X_{\varepsilon}(1+h(\varepsilon))=X_{\varepsilon}(1)\right] \tag{155}
\end{equation*}
$$

where in this section $h=h(\varepsilon):=f\left(t_{\varepsilon}\right) / t_{\varepsilon}$. From the assumptions of the theorem it follows that $\lim _{\varepsilon \rightarrow 0} h(\varepsilon)=\infty$.
7.1. Lower bound. To get the lower bound we consider the event " $X_{\varepsilon}$ hits a trap deeper than $h(\varepsilon)^{\gamma}$ before time one". Lemma 6.1 implies that this event has probability of order $h(\varepsilon)^{-\alpha \gamma}$. We will show that after hitting such deep trap, the process has a non-negligible probability to be there also at times 1 and $1+h(\varepsilon)$. To prove such behaviour we consider (similarly as in the proof of Lemma 6.1) following events. For some large constants $K$ and $L$ independent of $\varepsilon$, we define

$$
\begin{align*}
T & =T_{\varepsilon}=\min \left\{t \geq 0 ; \mu_{\varepsilon}\left[X_{\varepsilon}(t)\right] \geq h(\varepsilon)^{\gamma}\right\}, \\
A & =A_{\varepsilon}=\left\{T_{\varepsilon} \leq 1\right\}, \\
B & =B_{\varepsilon}=\left\{\left|X_{\varepsilon}(t)\right| \leq L \forall t \leq 1\right\}, \\
C & =C_{\varepsilon}=\left\{X_{\varepsilon}(1)=X_{\varepsilon}\left(T_{\varepsilon}\right)\right\},  \tag{156}\\
D & =D_{\varepsilon}=\left\{X_{\varepsilon}(1+h(\varepsilon))=X_{\varepsilon}\left(T_{\varepsilon}\right)\right\}, \\
E & =E_{\varepsilon}=\left\{\mu_{\varepsilon}[-L, L] \leq K h(\varepsilon)^{\gamma}\right\} .
\end{align*}
$$

From these definitions we get

$$
\begin{equation*}
h(\varepsilon)^{\alpha \gamma} \mathbb{P}\left[X_{\varepsilon}(1+h(\varepsilon))=X_{\varepsilon}(1)\right] \geq h(\varepsilon)^{\alpha \gamma} \mathbb{P}[A, B, C, D, E] . \tag{157}
\end{equation*}
$$

Using the same methods as in the proof of (138)-(140) it can be shown that it is possible to fix $L$ large enough such that

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} h(\varepsilon)^{\alpha \gamma} \mathbb{P}[A, B, C]>\mathbb{E}\left[R_{Z}\right] / 2 \tag{158}
\end{equation*}
$$

Further, it is easy to see that $\mathbb{P}\left[E^{c}\right] \leq c L K^{-\alpha} h(\varepsilon)^{-\alpha \gamma}$. We choose $K$ such that $c L K^{-\alpha}<\mathbb{E}\left[R_{Z}\right] / 4$. Then $h(\varepsilon)^{\alpha \gamma} \mathbb{P}\left[E^{c}\right] \leq \mathbb{E}\left[R_{Z}\right] / 4$ and

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0} h(\varepsilon)^{\alpha \gamma} \mathbb{P}[A, B, C, E]>\mathbb{E}\left[R_{Z} / 4\right]>0 \tag{159}
\end{equation*}
$$

The probability $\mathbb{P}[A, B, C, D, E]$ can be decomposed similarly as in the previous section,

$$
\begin{align*}
& \mathbb{P}[A, B, C, D, E] \\
& \quad=\mathbb{E}_{\rho}\left[\sum_{x \in \varepsilon \mathbb{Z} \cap \mathcal{B}(L)} \mathbb{1}\left\{E, \mu_{\varepsilon}[x] \geq h^{\gamma}\right\} \mathbb{P}\left[C, B, X_{\varepsilon}(1)=x \mid \rho\right] \mathbb{P}_{x}\left[X_{\varepsilon}(h)=x \mid \rho\right]\right] . \tag{160}
\end{align*}
$$

We first estimate the last conditional probability in the brackets. Let $R \geq L$. The Markov property and the Cauchy inequality imply that

$$
\begin{align*}
& \mathbb{P}_{x}[X(h)=x \mid \rho]=\mu_{\varepsilon}[x] p_{\varepsilon}(x, x ; h) \geq \mu_{\varepsilon}[x] \int_{-R}^{R} p_{\varepsilon}^{2}(x, y ; h / 2) \mu_{\varepsilon}(d y) \\
& \quad \geq \frac{\mu_{\varepsilon}[x]}{\mu_{\varepsilon}(\mathcal{B}(R))}\left\{\mathbb{P}_{x}\left[\left|X_{\varepsilon}(h / 2)\right| \leq R \mid \rho\right]\right\}^{2} \geq \frac{h^{\gamma}}{\mu_{\varepsilon}(\mathcal{B}(R))} \mathbb{P}_{x}\left[G_{\varepsilon}(R, L) \mid \rho\right]^{2}, \tag{161}
\end{align*}
$$

where $G_{\varepsilon}(R, L)$ is the event: "Before exit from $[-R, R]$ the process $X_{\varepsilon}$ spends in the set $H:=\mathcal{B}(R) \backslash \mathcal{B}(L)$ time larger than $h(\varepsilon) / 2$." The probability of $G_{\varepsilon}(R, L)$ depends on the restriction of $\rho$ to $\mathcal{B}(L)$ only through the starting point $x$. To get rid of this dependence we bound it from below by

$$
\begin{equation*}
\mathbb{P}_{x}\left[G_{\varepsilon}(R, L) \mid \rho\right] \geq \min \left\{\mathbb{P}_{L}\left[G_{\varepsilon}(R, L) \mid \rho\right], \mathbb{P}_{-L}\left[G_{\varepsilon}(R, L) \mid \rho\right]\right\}=: \mathcal{K}_{\varepsilon}(R, L, \rho) \tag{162}
\end{equation*}
$$

which depends only on $\rho$ outside $\mathcal{B}(L)$. Here we used the fact that to visit $H$ $X_{\varepsilon}$ must pass through $L$ or $-L$. The first two terms in (160) depends only on the restriction of $\rho$ to $\mathcal{B}(L)$. Using this and the fact that if $E$ holds, then the measure of the ball $\mu_{\varepsilon}(\mathcal{B}(R))$ satisfies $\mu_{\varepsilon}(\mathcal{B}(R)) \leq \mu_{\varepsilon}(H)+K h^{\gamma}$, we get

$$
\begin{align*}
& \mathbb{P}[A, B, C, D, E] \\
& \geq \mathbb{E}_{\rho}\left[\sum_{x \in \varepsilon \mathbb{Z} \cap \mathcal{B}(L)} \mathbb{1}\left\{E, \mu_{\varepsilon}[x] \geq h^{\gamma}\right\} \mathbb{P}[C, B, X(1)=x \mid \rho]\right] \mathbb{E}_{\rho}\left[\frac{h^{\gamma} \mathcal{K}_{\varepsilon}^{2}(R, L, \rho)}{K h^{\gamma}+\mu_{\varepsilon}(H)}\right] \\
& \quad=\mathbb{P}[A, B, C, E] \mathbb{E}_{\rho}\left[\frac{h^{\gamma} \mathcal{K}_{\varepsilon}^{2}(R, L, \rho)}{K h^{\gamma}+\mu_{\varepsilon}(H)}\right] . \tag{163}
\end{align*}
$$

In view of (159) it is now sufficient to show that

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0} \mathbb{E}_{\rho}\left[\frac{h^{\gamma} \mathcal{K}_{\varepsilon}^{2}(R, L, \rho)}{K h^{\gamma}+\mu_{\varepsilon}(H)}\right]>c>0 \tag{164}
\end{equation*}
$$

To this end we fix $R=R(\varepsilon)=h(\varepsilon)^{\alpha \gamma}$ and we use the following scaling argument. Let $\bar{V}(x), x \in[-1,1]$, be a Lévy process independent of $V$ that has the same distribution as $V$ restricted to $[-1,1]$. Define $\bar{V}_{\varepsilon}(x)$ by

$$
\bar{V}_{\varepsilon}(x)= \begin{cases}(R-L)^{1 / \alpha} \bar{V}((x-L) /(R-L)) & \text { for } x \in[L, R]  \tag{165}\\ (R-L)^{1 / \alpha} \bar{V}((x+L) /(R-L)) & \text { for } x \in[-R,-L] \\ 0 & \text { for } x \in[-L, L] \\ \bar{V}(R), \text { resp. } \bar{V}(-R) & \text { for } x>R, x<-R\end{cases}
$$

Let $\bar{\rho}_{\varepsilon}, \bar{\rho}$ be the Lebesgue-Stieltjes measures associated to $\bar{V}_{\varepsilon}$ and $\bar{V}$ and let $\bar{\mu}_{\varepsilon}$ be constructed from $\bar{\rho}_{\varepsilon}$ in the same way, (26)-(27), as $\mu_{\varepsilon}$ was constructed from $\rho$. Then $\bar{\mu}_{\varepsilon}$ has the same distribution as the restriction of $\mu_{\varepsilon}$ to the set $H$. Let further $\bar{X}_{\varepsilon}$ be defined as the time change of Brownian motion $W$ using $\bar{\mu}_{\varepsilon}$ as the speed measure, and let $\bar{G}_{\varepsilon}$ be defined as $G_{\varepsilon}$ using process $\bar{X}_{\varepsilon}$. It is easy to see that

$$
\begin{equation*}
\mathbb{E}_{\rho}\left[\mathbb{P}_{x}\left[G_{\varepsilon}(R, L) \mid \rho\right]\right]=\mathbb{E}_{\bar{\rho}}\left[\mathbb{P}_{x}\left[\bar{G}_{\varepsilon}(R, L) \mid \bar{\rho}\right]\right] \tag{166}
\end{equation*}
$$

for $x \in\{-L, L\}$. Using the scaling properties of our model (32) it is not difficult to see that for all $x \in\{-L, L\}$ the probability $\mathbb{P}_{x}\left[\bar{G}_{\varepsilon}(R, L) \mid \bar{\rho}\right]$ is equal to the probability of the event: " $\bar{X}_{\varepsilon / R}$ started at $x / R$ spends in $\mathcal{B}(1) \backslash \mathcal{B}(L / R)$ a time larger than $1 / 2$ before hitting -1 or $1 "$, conditioned on the random environment being equal to $\mathrm{Sc}_{0, R}\left(\bar{\mu}_{\varepsilon}\right)$ (see (51)). Since $L$ and $R$ are chosen so that $L / R \rightarrow 0$, it can be proved that $\mathrm{Sc}_{0, R(\varepsilon)} \mu_{\varepsilon} \rightarrow \bar{\rho}$ as $\varepsilon \rightarrow 0$ vaguely and in the point-process sense, $\bar{\rho}$-a.s. Using Theorem 2.1 of [FIN02] we get

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \mathbb{P}_{x}\left[\bar{G}_{\varepsilon}(R, L) \mid \bar{\rho}\right]=\mathbb{P}_{0}\left[\sup _{s \leq 1 / 2}|Z(s)| \leq 1 \mid \bar{\rho}\right] . \tag{167}
\end{equation*}
$$

Inserting this estimate back into (164) and using (166) we get

$$
\begin{equation*}
\liminf _{\varepsilon \rightarrow 0} \mathbb{E}_{\rho}\left[\frac{h^{\gamma} \mathcal{K}_{\varepsilon}^{2}(R, L, \rho)}{K h^{\gamma}+\mu_{\varepsilon}(H)}\right] \geq \mathbb{E}_{\bar{\rho}}\left[\frac{\mathbb{P}_{0}\left[\sup _{s \leq 1 / 2}|Z(s)| \leq 1 \mid \bar{\rho}\right]^{2}}{\bar{\rho}(\mathcal{B}(1))+K}\right]=c>0 \tag{168}
\end{equation*}
$$

This proves (164) and thus the lower bound of Theorem 1.2.
7.2. Upper bound. To prove the corresponding upper bound we use Lemma 3.1. To be able to apply it we introduce some notation. Set

$$
\begin{align*}
L & =L(\varepsilon)=\kappa(\alpha) \log h(\varepsilon) \\
B & =B(\varepsilon)=\left\{\sup _{t \leq 1}\left|X_{\varepsilon}(1)\right| \leq L(\varepsilon)\right\} \tag{169}
\end{align*}
$$

Lemma 3.2 implies that it is possible to fix $\kappa(\alpha)$ large enough such that

$$
\begin{equation*}
h(\varepsilon)^{\alpha \gamma} \mathbb{P}\left[B(\varepsilon)^{c}\right] \rightarrow 0 \quad \text { as } \varepsilon \rightarrow 0 . \tag{170}
\end{equation*}
$$

This means that to prove the upper bound it is sufficient to check that

$$
\begin{align*}
h(\varepsilon)^{\alpha \gamma} \mathbb{P} & {\left[\left\{X_{\varepsilon}(1+h(\varepsilon))=X_{\varepsilon}(1)\right\}, B\right] } \\
& =h(\varepsilon)^{\alpha \gamma} \mathbb{E}_{\rho}\left[\sum_{x \in \varepsilon \mathbb{Z} \cap \mathcal{B}(L)} \mathbb{P}\left[B, X_{\varepsilon}(1)=x \mid \rho\right] \mathbb{P}_{x}\left[X_{\varepsilon}(h)=x \mid \rho\right]\right] \tag{171}
\end{align*}
$$

does not diverge. We first estimate the contribution of traps with $\mu_{\varepsilon}[x] \geq h(\varepsilon)^{\gamma}$ to the sum in (171). Using Lemma 6.1 with $u=h(\varepsilon)^{\gamma}$ we get

$$
\begin{align*}
h(\varepsilon)^{\alpha \gamma} \mathbb{E}_{\rho}\left[\sum_{x: \mu_{\varepsilon}[x] \geq h(\varepsilon)^{\gamma}} \mathbb{P}\left[X_{\varepsilon}(1)=x, B \mid \rho\right] \mathbb{P}_{x}\left[X_{\varepsilon}(h)=x \mid \rho\right]\right] \\
\leq h(\varepsilon)^{\alpha \gamma} \mathbb{P}\left[\mu_{\varepsilon}\left(X_{\varepsilon}(1)\right) \geq h(\varepsilon)^{\gamma}\right] \leq C<\infty . \tag{172}
\end{align*}
$$

We will apply Lemma 3.1 to control the contribution of the remaining traps in (171). To avoid the problems with jumps of $\mathcal{V}_{\varepsilon}$ that is used in this lemma, we define $\mathcal{U}_{\varepsilon}(x, r):=\mathcal{V}_{\varepsilon}(x, r)=\mu_{\varepsilon}(\mathcal{B}(x, r))$ for all $r \in \varepsilon \mathbb{N}_{0}$, and by the linear interpolation for all other $r \geq 0$. Note that $\mathcal{U}_{\varepsilon}$ satisfies (39) with $\delta=\varepsilon$. The function $p_{\varepsilon}$ thus satisfies upper bound (48). Define now $r(x, \varepsilon)$ by

$$
\begin{equation*}
4 r(x, \varepsilon) \mathcal{U}_{\varepsilon}(x, r(x, \varepsilon))=h(\varepsilon) \tag{173}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathbb{P}_{x}\left[X_{\varepsilon}(h)=x \mid \rho\right] \leq \frac{2 \mu_{\varepsilon}[x]}{\mathcal{U}_{\varepsilon}(x, r(x, \varepsilon))}=\frac{8 \mu_{\varepsilon}[x] r(x, \varepsilon)}{h(\varepsilon)} \tag{174}
\end{equation*}
$$

To estimate $r(x, \varepsilon)$ we define $\mathcal{W}_{\varepsilon}(x, R)$ by

$$
\mathcal{W}_{\varepsilon}(x, r)= \begin{cases}\mathcal{U}_{\varepsilon}(x, r)-\mathcal{U}_{\varepsilon}(L)+\mu_{\varepsilon}[x] & \text { for } r \text { such that } \mathcal{B}(x, r) \supset \mathcal{B}(L)  \tag{175}\\ \mu_{\varepsilon}[x] & \text { otherwise }\end{cases}
$$

Let $R(x, \varepsilon)$ be given by

$$
\begin{equation*}
R(x, \varepsilon)=\sup \left\{s: 4 s \mathcal{W}_{\varepsilon}(x, s) \leq h(\varepsilon)\right\} \tag{176}
\end{equation*}
$$

Note that $R(x, \varepsilon)$ depends on $\rho$ in $\mathcal{B}(L)$ only through the value $\mu_{\varepsilon}[x]$. From (175) it follows that $\mathcal{W}_{\varepsilon}(x, r) \leq \mathcal{U}_{\varepsilon}(x, r)$ for all $x$ and $r$, and therefore $R(x, \varepsilon) \geq r(x, \varepsilon)$.

For any $a>0$ and for any $K \in[0, \infty)$ such that $4 a K \leq 1$ the random variable $R$ satisfies

$$
\begin{align*}
& \mathbb{P}\left[R(x, \varepsilon) \geq a h^{\alpha \gamma} \mid \mu_{\varepsilon}[x]=K h^{\gamma}\right] \\
& \quad=\mathbb{P}\left[4 a h^{\alpha \gamma}\left(\mathcal{U}_{\varepsilon}\left(x, a h^{\alpha \gamma}\right)-\mathcal{U}_{\varepsilon}(L)+K h^{\gamma}\right) \leq h\right],  \tag{177}\\
& \quad=\mathbb{P}\left[\mathcal{U}_{\varepsilon}\left(a h^{\alpha \gamma}-L\right) \leq h^{\gamma}\left((4 a)^{-1}-K\right)\right] .
\end{align*}
$$

The above probability is 0 for all $a \geq(4 K)^{-1}$. After a computation very similar to that one used to prove (107) we get that (177) can be bounded for all $\varepsilon$ small enough and for $4 a K \leq 1$ by

$$
\begin{equation*}
\mathbb{P}\left[R(x, \varepsilon) \geq a h^{\alpha \gamma} \mid \mu_{\varepsilon}[x]=K h^{\gamma}\right] \leq C \exp \left\{-c a\left((4 a)^{-1}-K\right)^{-\alpha}\right\} \tag{178}
\end{equation*}
$$

Therefore, there exists a function $G(K)$ such that

$$
\begin{equation*}
\limsup _{\varepsilon \rightarrow 0} \mathbb{E}\left[R(x, \varepsilon) h^{-\alpha \gamma} \mid \mu_{\varepsilon}[x]=K h^{\gamma}\right] \leq G(K) \leq G(0)<\infty \tag{179}
\end{equation*}
$$

Taking the expectation in (174) over the random environment in the exterior of $[-L, L]$, using the fact that $R(x, \varepsilon)$ depends on the restriction $\rho_{\text {in }}$ of $\rho$ to $[-L, L]$ only through $\mu_{\varepsilon}(x)$, we get

$$
\begin{align*}
& \limsup _{\varepsilon \rightarrow 0} \mathbb{P}_{x}\left[X_{\varepsilon}(h)=x \mid \rho_{\mathrm{in}}, \mu_{\varepsilon}[x]=K h^{\gamma}\right] \\
& \quad \leq \frac{8 K h^{\gamma} h^{\alpha \gamma} \mathbb{E}\left[R(x, \varepsilon) h^{-\alpha \gamma} \mid \mu_{\varepsilon}[x]=K h^{\gamma}\right]}{h} \leq \operatorname{CKG}(K) \leq \operatorname{CKG}(0) . \tag{180}
\end{align*}
$$

We can now estimate the contribution of traps shallower than $h^{\gamma}$. Inserting (180) into (171) and using the fact that the bound (180) does depend only on $\mu_{\varepsilon}\left[X_{\varepsilon}(1)\right]$, this contribution can be bounded by

$$
\begin{equation*}
C h^{\alpha \gamma} \mathbb{E}_{\rho_{\text {in }}}\left[\int_{0}^{h^{\gamma}} \mathbb{P}\left[B, \mu_{\varepsilon}\left[X_{\varepsilon}(1)\right] \in d u \mid \rho_{\text {in }}\right] u h^{-\gamma} G(0)\right] . \tag{181}
\end{equation*}
$$

Taking first $u \leq h^{1-2 \alpha \gamma}$ and assuming that all contribution comes from the maximal $u$, we have

$$
\begin{align*}
h^{\alpha \gamma} \mathbb{E}_{\rho_{\text {in }}}\left[\int _ { 0 } ^ { h ^ { 1 - 2 \alpha \gamma } } \mathbb { P } \left[B, \mu_{\varepsilon}\left[X_{\varepsilon}(1)\right] \in\right.\right. & \left.\left.d u \mid \rho_{\text {in }}\right] u h^{-\gamma} G(0)\right] \\
& \leq C h^{\alpha \gamma} h^{1-2 \alpha \gamma} h^{-\gamma} G(0) \leq C<\infty \tag{182}
\end{align*}
$$

Finally, for $u \in\left[h^{1-2 \alpha \gamma}, h^{\gamma}\right]$ we set $i_{0}(\varepsilon)=\left\lfloor\log _{2}\left(h^{1-2 \alpha \gamma} / h^{\gamma}\right)\right\rfloor$. Then, using Lemma 6.1,

$$
\begin{align*}
& h^{\alpha \gamma} \mathbb{E}\left[\int_{h^{1-2 \alpha \gamma}}^{h^{\gamma}} \mathbb{P}\left[\mu_{\varepsilon}\left[X_{\varepsilon}(1)\right] \in d u, B \mid \rho_{\mathrm{in}}\right] u h^{-\gamma} G(0)\right] \\
& \quad \leq h^{\alpha \gamma} \sum_{i=i_{0}}^{-1} \mathbb{P}\left[\mu_{\varepsilon}\left[X_{\varepsilon}(1)\right] \geq 2^{i} h^{\gamma}\right] 2^{i+1} G(0)  \tag{183}\\
& \quad \leq C \sum_{i=-\infty}^{-1} 2^{-i \alpha} 2^{i} G(0)<\infty
\end{align*}
$$

This finishes the proof of (171) and thus of the upper bound of Theorem 1.2.
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