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Abstract. We continue the study of the level-set percolation of the discrete Gaussian
free field (GFF) on regular trees in the critical regime, initiated in [ČL25]. First, we
derive a sharp asymptotic estimate for the probability that the connected component of
the critical level set containing the root of the tree reaches generation n. In particular, we
show that the one-arm exponent satisfies ρ = 1. Next, we establish a Yaglom-type limit
theorem for the values of the GFF at generation n within this component. Finally, we
show that, after a correct rescaling, this component conditioned on reaching generation
n converges, as n → ∞, to Aldous’ continuum random tree.

1. Introduction

The Gaussian free field’s level-set percolation, especially on Zd, is a significant model
in percolation theory that is characterised by its long-range dependencies. Initial investi-
gations into this model trace back to the 1980s, with pioneering studies [BLM87, MS83,
LS86]. Over the last decade, renewed interest has been ignited by the findings in [RS13],
demonstrating that on Zd, the model undergoes a distinctive percolative phase transition
at a critical threshold h∗ = h∗(d) for any dimension d ≥ 3. Follow-up research, including
papers [DRS14, PR15, DPR18, Szn19, CN20, GRS22, PS22], has provided a comprehen-
sive understanding of the model’s behaviour in both subcritical and supercritical phases,
often making use of additional natural critical points in order to work in strongly sub-
/super-critical regime. Notably, [DCGRS23] confirmed the alignment of these critical
points with h∗, indicating a precise phase transition.

In this paper, we continue the study of level-set percolation of the discrete Gaussian
free field (GFF) on regular trees in the critical regime, building on the work initiated
in [ČL25]. Our main contributions are threefold: First, we derive a sharp asymptotic
estimate for the one-arm probability. Second, we establish a Yaglom-type limit theorem
for the field at vertices located at distance n from the root. Finally, we show that the
connected component of the critical level set, conditioned to be large, converges to Aldous’
Continuum Random Tree. These results are stated precisely in Theorems 2.1, 2.2, and 2.3,
respectively.

The considered model was initially studied in [Szn16] where the critical value h∗ was
identified in terms of the largest eigenvalue of a specific integral operator. Additionally, a
comparison with random interlacements was employed to establish bounds on h∗, notably
demonstrating that 0 < h∗ <∞. Subsequently, in [AČ20], sub- and supercritical phases of
the model were studied in detail. The main results of this paper include the continuity of
the percolation probability outside the critical level h∗, and accurate estimates on the size
of connected components of the level sets in both phases. Later, in our previous paper
[ČL25], properties of the critical and the near-critical model were investigated. It was
proved there that there is no percolation at the critical point h∗, and that the percolation
probability is continuous also at this point, with a precise asymptotics formula for this
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probability in the regime h ↑ h∗. Further, we provided rather precise estimates on the tail
of the size of the connected component at criticality. Here, we complement these findings
with further results concerning the model at the critical level h∗.

As in [Szn16, AČ20, ČL25], we will strongly rely on the fact that the model admits a
representation as a branching process with an uncountable and unbounded type space.
For the critical single-type Galton-Watson process, analogous versions of Theorems 2.1
and 2.2 go back to Kolmogorov [Kol38] and Yaglom [Yag47]. In the more general case of
branching processes with a finite type space, similar results are also well known. General
scaling limits in the spirit of Theorem 2.3 were first introduced for critical Galton-Watson
processes in [Ald91], and later extended to branching processes with finite or countably
infinite types [Mie08, dR17]. More recently, [Pow19] shows a similar scaling limit result
in the setting of critical branching diffusion on bounded domains.

Recent advances in branching process theory have extended these classical results in
several important directions. [CTJP24] obtained refined convergence rates for Yaglom
limits in varying environments, providing Wasserstein metric bounds that may also be
useful for analyses in our unbounded type-space setting. [BDIM23] established Yaglom-
type theorems for branching processes in sparse random environments, an intermediate
framework that connects the classical Galton-Watson model with fully random environ-
ments. [BFRS24] proved a Yaglom-type theorem for near-critical branching processes
in random environments and further showed that, under survival conditioning, the ge-
nealogical structure of the population at a fixed time horizon converges to a time-changed
Brownian coalescent point process.

Due to the nature of the branching process appearing in our model (in particular
because its type space is uncountable and unbounded), no previous results are directly
applicable to our setting. In this article, we adapt and extend the strategy of [Pow19],
addressing the fundamental challenge of unbounded type spaces.

2. Model and results

We start with the definition of the model. Let T be the infinite (d + 1)-regular tree,
d ≥ 2, rooted at an arbitrary fixed vertex o ∈ T, endowed with the usual graph distance
d(·, ·). On T, we consider the Gaussian free field ϕ = (ϕv)v∈T which is a centred Gaussian
process whose covariance function agrees with the Green function of the simple random
walk on T (see (3.2) for the precise definition). We use P to denote the law of this process
on RT. For x ∈ R, we write Px for the conditional distribution of ϕ given that ϕo = x,
(2.1) Px[ · ] := P [ · | ϕo = x].

(For an explicit construction of Px, see (3.4) and the paragraph below it.) Furthermore,
let ō ∈ T be an arbitrary fixed neighbour of the root o, and define the forward tree T+ by
(2.2) T+ := {v ∈ T : ō is not contained in the geodesic path from o to v}.

We analyse the percolation properties of the (super-)level sets of ϕ above level h ∈ R,
(2.3) Eh

ϕ := {v ∈ T : ϕv ≥ h}.
In particular, we are interested in the connected component of this set containing the
root o,
(2.4) Ch

o := {v ∈ T : v is connected to o in Eh
ϕ}, h ∈ R.

The critical height h∗ of the level-set percolation is defined by
(2.5) h∗ = h∗(d) := inf

{
h ∈ R : P [|Ch

o | = ∞] = 0
}
.
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It is well known that h∗ is non-trivial and strictly positive (see [Szn16, Corollary 4.5]).
Moreover, as proved in [Szn16], h∗ can be characterized with the help of the operator
norms of a certain family of non-negative operators (Lh)h∈R acting on the space L2(ν),
where ν is a centred Gaussian measure with variance σ2

ν = d/(d − 1). We provide more
details on this characterization in Section 3 below. Here, we only define λh to be the
largest eigenvalue of Lh and χh the corresponding normed eigenfunction, and recall that
h∗ is the unique solution to

(2.6) λh∗ = 1.

The scalar product on L2(ν) will be denoted by 〈·, ·〉.
We use Nh

n to denote the set of vertices in Ch
o that are at a distance n from the root,

(2.7) Nh
n = {v ∈ Ch

o : d(v, o) = n}.

and set

(2.8) Nh,+
n = Nh

n ∩ T+.

Since we almost exclusively deal with the critical case, we abbreviate χ := χh∗ , Co = Ch∗
o ,

L := Lh∗ , Nn := Nh∗
n and N+

n := Nh∗,+
n .

Our first result describes the exact asymptotic behaviour of the probabilities (condi-
tional and unconditional) that Nn and N+

n are non-empty, that is, that Co has diameter
at least n.

Theorem 2.1. For every x ≥ h∗, as n→ ∞,

Px[N
+
n 6= ∅] = C1χ(x)n

−1(1 + o(1)),(2.9)
P [N+

n 6= ∅] = C1〈1, χ〉n−1(1 + o(1)),(2.10)

where

(2.11) C1 =
2d

d− 1

1

〈χ2, χ〉
.

If the event {N+
n 6= ∅} is replaced by {Nn 6= ∅}, the same results hold with C1 replaced by

C̃1 = C1(d+ 1)/d.

In particular, Theorem 2.1 proves that the one-arm exponent of the critical level set,
defined by ρ = − limn→∞ log n/ log(P [Nn 6= ∅]) (see, e.g., [Gri99, Section 9.1]) satisfies

(2.12) ρ = 1.

This complements the values of two other important critical exponents for our model
given in [ČL25, (2.22)], where it was shown that δ = 2 and β = 1.

The one-arm probability and the associated critical exponent is an actively studied
quantity in several prominent percolation models. Notably, in the context of level-set
percolation of the GFF on the metric graph of Zd, recent work has led to a detailed un-
derstanding of the one-arm probability across all dimensions. This includes the derivation
of bounds for d = 3 in [DPR25], for d > 6 in [CD25], and for the intermediate regime
3 ≤ d ≤ 6 in [CD24].

Our remaining main results consider the critical component conditioned on being large,
more precisely conditioned on the rare event {N+

n 6= ∅}. The first such result is a Yaglom-
type limit theorem for the GFF restricted to N+

n .
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Theorem 2.2. For f ∈ L2(ν), n ≥ 1, and x ≥ h∗, let Zf,x
n , resp. Zf

n , be a random
variable distributed as n−1

∑
v∈N+

n
f(ϕv) under the conditional measure Px[ · |N+

n 6= ∅],
resp. P [ · |N+

n 6= ∅]. Let further Z be an exponential random variable with mean one.
Then, with C1 as in (2.11),

(2.13) lim
n→∞

Zf,x
n = lim

n→∞
Zf

n = C−1
1 〈χ, f〉Z in distribution.

In the case of the critical single-type Galton-Watson process, results analogous to The-
orem 2.2 trace back to the classical work of Yaglom [Yag47]. For more general branching
processes with a finite type space, similar theorems are also well established; see, for
instance, [Mod71, Theorem 10.1] and other foundational texts in the branching process
literature. In recent years, Yaglom-type limits have been proven in various extended set-
tings. These include critical non-local branching Markov processes [HHKW22], branching
Brownian motion with absorption [MS22], and branching diffusions in bounded domains
[Pow19]. Additionally, [GLLP22] establishes a Yaglom-type result for critical branching
processes in a random Markovian environment with finite state space.

Our third result concerns a scaling limit for the critical component Co ∩ T+, viewed as
a metric space, under the conditional law Px[ · |N+

n 6= ∅]. To this end, let (Tn,x, dn,x) be
a random compact metric space whose law coincides with that of (Co ∩ T+, n−1d) under
Px[ · |N+

n 6= ∅] (recall that d denotes the distance on T). We show that the sequence
(Tn,x, dn,x) converges in distribution to a conditioned Brownian continuum random tree
(Te, de), whose contour function e is a Brownian excursion conditioned to reach height at
least 1.

Theorem 2.3. For every x ≥ h∗, as n→ ∞,
(2.14) (Tn,x, dn,x) → (Te, de)

in distribution, with respect to the Gromov-Hausdorff topology.

General scaling limits of critical Galton-Watson processes, in the spirit of Theorem 2.3,
were first introduced in [Ald91]. A corresponding result for critical multi-type processes
with finitely many types was established in [Mie08], and later extended to processes
with a countably infinite type space in [dR17]. More recently, [CKKM24] extended the
classical continuous random tree convergence to Galton-Watson trees evolving in a random
environment, where each generation has a random offspring distribution with mean one
and finite expected variance. In the context of critical branching diffusions, [Pow19] proves
an invariance principle under the assumptions of a bounded domain, finite second moment
of the offspring distribution, and an elliptic diffusion generator. However, for branching
diffusions in general (unbounded) domains, analogous results are not yet available (see
[Pow19, Question 1.8]).

Remark 2.4. Theorems 2.2 and 2.3 hold without any further change if the conditioning
therein is changed from Px[ · |N+

n 6= ∅] to Px[ · |Nn 6= ∅]. For the sake of brevity, we refrain
from providing detailed proofs of these results.

We briefly discuss the organisation of this article. In Section 3, we collect relevant back-
ground on the GFF on regular trees along with the framework of branching processes with
spines. Section 4 presents the proof of Theorem 2.1. In Section 5, we prove Theorem 2.2
and, in a dedicated subsection, establish additional results for the model conditioned on
the event {N+

n 6= ∅}. Section 6 introduces an auxiliary martingale Sn and establishes
scaling limit results for this martingale and some related processes. Section 7 focuses on
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the “height process” Hn, defined via the distance to the origin in a depth-first traversal of
Co∩T+, and investigates its connection to the martingale Sn. Finally, Section 8 concludes
the article with the proof of Theorem 2.3, which combines topological arguments with the
results from Sections 6 and 7.

3. Notation and useful results

In this section we introduce the notation used throughout the paper and recall some
known facts about the level set percolation of the Gaussian free field on trees. We then
briefly present the formalism of branching processes with spines and apply it to our model.

As already stated in the introduction, we use T to denote the (d+1)-regular tree, d ≥ 2,
that is an infinite tree whose every vertex has exactly d+ 1 neighbours. For two vertices
v, w ∈ T we use d(v, w) to denote the usual graph distance. The tree is rooted at an
arbitrary fixed vertex o ∈ T, ō ∈ T denotes a fixed neighbour of o, and T+ stands for the
forward tree, see (2.2). We set |v| = d(o, v) and write

(3.1) Sn = {v ∈ T : |v| = n}, S+
n = Sn ∩ T+

for the spheres with radius n centred at o. For every v ∈ T \ {o} we use p(v) to denote its
parent in T, that is the only vertex on the geodesic path from v to o with |p(v)| = |v|− 1.
We write desc(v) for the set of direct descendants of v, and sib(v) = desc(p(v)) for the
set of its siblings, including itself. Finally, if w is an ancestor of v, that is w lies on the
geodesics from o to v, we write w � v.

Throughout the paper we use the usual notation for the asymptotic relation of two
functions f and g: We will write f(s) ∼ g(s) as s → ∞ if lims→∞ f(s)/g(s) = 1,
f(s) = o(g(s)) as s → ∞ if lims→∞ |f(s)|/g(s) = 0, and f(s) = O(g(s)) as s → ∞ if
lim sups→∞ |f(s)|/g(s) <∞. We use c, c′, c1, . . . to denote finite positive constants whose
value may change from place to place and which can only depend on d. The dependence
of these constants on additional parameters is explicitly mentioned.

3.1. Properties of the GFF. We consider the Gaussian free field ϕ = (ϕv)v∈T which is
the centred Gaussian process on T whose covariance function is the Green function of the
simple random walk on T,

(3.2) E[ϕvϕw] = g(v, w) :=
1

d+ 1
Ev

[ ∞∑
k=0

1Xk=w

]
, v, w ∈ T,

where Ev stands for the expectation with respect to the simple random walk (Xk)k≥0 on
T starting at v ∈ T.

We frequently use the fact that the Gaussian free field on T can be viewed as a multi-
type branching process with a continuous type space (see [Szn16, Section 3] and [AČ20,
Section 2.1]). To this end, we define

(3.3) σ2
ν :=

d

d− 1
and σ2

Y :=
d+ 1

d
,

and let (Yv)v∈T be a collection of independent centred Gaussian random variables on some
auxiliary probability space such that Yo ∼ N (0, σ2

ν) and Yv ∼ N (0, σ2
Y ) for v 6= o. We

then define another field ϕ̃ on T by
(a) ϕ̃o := Yo,

(b) for v 6= o we recursively set ϕ̃v := d−1ϕ̃p(v) + Yv.
(3.4)
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As explained, e.g., in [AČ20, (2.9)], the law of (ϕ̃v)v∈T agrees with the law P of the
Gaussian free field ϕ. Therefore, we will always assume that the considered Gaussian free
field is constructed in this way and will not distinguish between ϕ, and ϕ̃ from now on.

Representation (3.4) of ϕ can be used to give a concrete construction for the conditional
probability Px introduced in (2.1): It suffices to replace (a) in (3.4) by ϕ̃o = x. In
addition, (3.4) can directly be used to construct a monotone coupling of Px and Py. As a
consequence:
(3.5) If x < y, then Py stochastically dominates Px,
that is Ex[f(ϕ)] ≤ Ey[f(ϕ)] for every bounded increasing function f : RT → R.

From the construction (3.4) it follows that the GFF on T can be viewed as a multi-type
branching process where the type corresponds to the value of the field ϕ. The type of
the initial individual o of this branching process is distributed as Yo. Every individual
v in this branching process then has d descendants (d + 1 if v = o) whose types are
independently given by d−1ϕv + Y , with Y ∼ N(0, σ2

Y ). The branching process point of
view can be adapted to the connected component Ch

o (defined in (2.4)) by considering
the same multi-type branching process but killing immediately all individuals with type
smaller than h (and not allowing them to have descendants themselves).

We now recall in more detail the spectral machinery introduced in [Szn16] in order to
characterise the critical value h∗. Let ν be a centred Gaussian measure on R with variance
σ2
ν (as defined in (3.3)), and let Y be a centred Gaussian random variable with variance
σ2
Y . The expectation with respect to this random variable is denoted by EY . We consider

the Hilbert space L2(ν) := L2(R,B(R), ν), and for every h ∈ R, define the operator Lh

acting on L2(ν) by

Lh[f ](x) := 1[h,∞)(x) dEY

[
1[h,∞)

(
Y +

x

d

)
f
(
Y +

x

d

)]
= 1[h,∞)(x) d

∫
[h,∞)

f(y)ρY

(
y − x

d

)
dy,

(3.6)

where ρY denotes the density of Y . From the branching process construction (3.4) of ϕ,
it follows that

(3.7) Lh[f ](x) = Ex

[ ∑
v∈Nh,+

1

f(ϕv)

]
,

where Nh,+
n is defined in (2.8). Iterating this expression one also obtains

(3.8) Ln
h[f ](x) = Ex

[ ∑
v∈Nh,+

n

f(ϕv)

]
, n ∈ N.

Finally, we let λh stand for the operator norm of Lh in L2(ν),
(3.9) λh := ‖Lh‖L2(ν)→L2(ν).

The following proposition summarises some known properties of the operator Lh as well
as the connection between Lh and the critical height h∗.
Proposition 3.1 ([Szn16] Propositions 3.1, 3.3, Corollary 4.5). For all h ∈ R, Lh is a
self-adjoint non-negative Hilbert-Schmidt operator on L2(ν), λh is a simple eigenvalue of
Lh, and there exists a unique χh ≥ 0 with unit L2(ν)-norm, which is continuous, strictly
positive on [h,∞), vanishing on (−∞, h), and such that
(3.10) Lh[χh] = λhχh.
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Additionally, the map h 7→ λh is a decreasing homeomorphism from R to (0, d) and h∗ is
the unique value in R such that λh∗ = 1. Finally, for every d ≥ 2,
(3.11) 0 < h∗ <∞.

Combining Proposition 3.1 with (3.8) gives that for every n ∈ N,

(3.12) Ex

[ ∑
w∈Nh,+

n

χh(ϕw)

]
= λnhχh(x).

We will require estimates on the norms of Lh[f ], which follow from the hypercontrac-
tivity of the Ornstein-Uhlenbeck semigroup. For part (a) of the following proposition, we
refer to (3.14) in [Szn16] or (2.14) in [AČ20]. Part (b) then follows directly from part (a)
in combination with generalized Hölder’s inequality.

Proposition 3.2. (a) For every f ∈ L2(ν), h ∈ R, 1 < p <∞ and q ≤ (p− 1)d2 + 1,
(3.13) ‖Lh[f ]‖Lq(ν) ≤ d‖f‖Lp(ν).

(b) For every 1 ≤ k ≤ (d2 + 1)/2 and f1, . . . , fk ∈ L2(ν)

(3.14)
∥∥∥ k∏
i=1

Lh[fi]
∥∥∥
L2(ν)

≤ dk
k∏

i=1

‖fi‖L2(ν).

The next proposition recalls known properties of the critical component Co from [ČL25].

Proposition 3.3 (Theorem 2.1 and Theorem 2.3 in [ČL25]). There is C ∈ (0,∞) such
that for every x ∈ R, as n→ ∞,
(3.15) Px[|Co ∩ T+| > n] = Cχ(x)n−1/2(1 + o(1)).

In particular, for every x ∈ R,
(3.16) Px[|Co ∩ T+| = ∞] = 0.

We will also need the following three properties of χ, the first one is proved in Re-
mark 2.5 of [ČL25], the second is a direct consequence of Proposition 3.1 in [AČ20], and
the last one is proved in Appendix A:

x 7→ χ(x) is non-decreasing,(3.17)
c1x ≤ χ(x) ≤ c2x for all x ≥ h∗ and some c1, c2 ∈ (0,∞),(3.18)

x 7→ χ(x) is Lipschitz on [h∗,∞).(3.19)

3.2. Branching processes with spines. We now recall the machinery of branching
processes with spines which is frequently used in the theory of branching processes, and
specialize it to our model, in order to study the critical component Co. We then state
many-to-few formulas that express certain moments for the original branching process in
terms of the dynamics along the spines, see Proposition 3.5 below. Later, in Section 5.1,
we will see that the processes with spines can be used to describe the distribution of Co
conditioned on being infinite. The content of this section is mostly based on [HR17].

The main idea of the machinery is to designate several lines of descent in the branching
process, called spines. These spines are then used to introduce a certain change of measure,
under which the vertices on the spine exhibit modified branching behaviour, while the
non-spine vertices behave as in the original process.

For the construction, we need some notation. For x ∈ R and k ∈ N, we first introduce
measures P k

x under which the behaviour of the field is the same as under Px, but in
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addition there are k distinguished spines. Formally, the measure P k
x is the distribution

of a (R ∪ {†})× {0, 1, . . . , k}-valued stochastic process (ϕv, lv)v∈T+ . This process assigns
to every v ∈ T+ a field value ϕv ∈ R ∪ {†} (where † is a cemetery state) and a number
lv ∈ {0, . . . , k} that represents the number of spine marks on v. Under P k

x , the law of
(ϕv)v∈T+ is a straightforward modification of the original measure Px, the only difference
is that we set ϕv = † for every v 6∈ Co. The random variables (lv)v∈T+ are independent of
the field values (ϕv)v∈T+ . The root node o has exactly k marks, lo = k. The remaining
random variables (lv)v 6=o are constructed recursively as follows: If a node v ∈ T+ carries j
marks, then each of its j marks ‘moves’ to one of its d direct descendants independently
uniformly at random. (Note that nodes in the cemetery state can carry marks.) As
consequence, under P k

x , in every generation n, there are exactly k marks present, that is∑
v∈S+

n
lv = k. We use P k

x also for the corresponding expectations.
For i = 1, . . . , k, we denote by σi

n the node that carries the i-th mark in generation
n (that is |σi

n| = n), and set ξin = ϕσi
n

to be its type. We also define skel(n) = {v ∈
T+ : |v| ≤ n, lv ≥ 1} to be the set of nodes of generation at most n having at least one
mark. We let Fn stand for the natural filtration of the branching process, and Fk

n for the
filtration containing in addition the information about the k spine marks,
(3.20) Fn = σ(ϕv : v ∈ T+, |v| ≤ n) and Fk

n = σ(ϕv, lv : v ∈ T+, |v| ≤ n).

Any f : R → R is extended to R ∪ {†} by setting f(†) = 0. Then, by definition of P k
x ,

(3.21) Ex

[ ∑
v∈N+

n

f(ϕv)

]
= P k

x

[ ∑
v∈S+

n

f(ϕv)

]
.

We now define another measure Qk
x, where the nodes without a spine mark behave as

under P k
x but the nodes with a mark have a modified branching behaviour: Under Qk

x

the movement of the marks, and thus the distribution of (lv)v∈T+ , is exactly the same as
under P k

x : If a node v carries k marks, each of the marks is given to one of its d direct
descendants independently uniformly at random. To describe the distribution of the field
ϕ under Qk

x, we first define a transition kernel (recall ρY from (3.6))

(3.22) K(x, dy) = d
χ(y)

χ(x)
ρY

(
y − x

d

)
dy, x ≥ h∗, y ∈ R.

Note that, by (3.6) and Proposition 3.1, for every x ≥ h∗, K(x, ·) is a probability measure
with support [h∗,∞). Conditionally on the marks (lv)v∈T+ , the field (ϕv)v∈T+ under Qk

x

is recursively constructed by

(3.23)

(a) ϕo := x,
(b) If v 6= o and lv = 0, then ϕv = d−1ϕp(v) + Yv (as under P k

x ).
(c) If v 6= o and lv ≥ 1, then ϕv is K(ϕp(v), ·)-distributed, independently of

previous randomness.

To simplify notation, we write Qx instead of Q1
x; in this case we also set σn = σ1

n and
ξn = ξ1n.

Note that, unlike under P k
x , under the measure Qk

x the nodes in the cemetery state
cannot carry any mark. Consequently, Qk

x-a.s., there are nodes not in the cemetery state
in every generation.

By construction, under Qk
x, the process (ξin)n∈N recording the value of the field along

the i-th spine is a Markov chain with transition kernel K. This chain never enters the
cemetery state. The following lemma determines its invariant distribution.
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Lemma 3.4. The Markov chain (ξn)n∈N with the transition kernel K has a unique in-
variant distribution π given by
(3.24) π(dx) = χ(x)2ν(dx).

Proof. We first show that π is invariant for K. Comparing (3.6) and (3.22) yields that
K(x,A) = L[1Aχ](x)/χ(x) for every x ≥ h∗. Therefore, writing the action of K on π
as inner product on L2(ν), using that L is self-adjoint and χ is its eigenfunction with
eigenvalue 1 (see Proposition 3.1),
(3.25) (πK)(A) = 〈K(·, A), χ2〉ν = 〈L[1Aχ], χ〉ν = 〈1Aχ,L[χ]〉ν = 〈1Aχ, χ〉ν = π(A),

which shows that π is an invariant measure. The uniqueness follows from the irreducibility
of (ξn)n∈N. �

Next, we state several moment formulas that are frequently used throughout the paper.
Such formulas are well understood in the theory of branching processes, see, e.g., [HR17]
and references therein. The proof of the following proposition is based on Lemma 8 of
that paper and can be found in Appendix B.

Proposition 3.5. For all functions f, g : [h∗,∞) → R for which the expectations below
are well defined,

Ex

[ ∑
v∈N+

n

f(ϕv)
]
= Qx

[
f(ξn)

χ(x)

χ(ξn)

]
,(3.26)

Ex

[ ∑
v,w∈N+

n

f(ϕv)g(ϕw)
]
= χ(x)

d− 1

d

n−1∑
k=0

Qx

[
χ(ξk)Qξk

[f(ξn−k)

χ(ξn−k)

]
Qξk

[ g(ξn−k)

χ(ξn−k)

]]
+ χ(x)Qx

[f(ξn)g(ξn)
χ(ξn)

]
.

(3.27)

3.3. Asymptotic behaviour of the moments. The main result of this section is
Proposition 3.8 giving precise asymptotic estimates on the quantities appearing in (3.26),
(3.27). To prove them, we could, in principle, use this proposition together with the
known results on the convergence of Markov chains. However, it is easier, and for our
purposes slightly more practical, to use formula (3.8) together with L2-estimates on the
operator L.

Since L is a self-adjoint Hilbert-Schmidt operator (see Proposition 3.1), L2(ν) has an
orthonormal basis consisting of the eigenfunctions {ek}k≥1 of L corresponding to the
eigenvalues {λk}k≥1. By Proposition 3.1 we may assume that 1 = λ1 > |λ2| ≥ |λ3| ≥ . . . ,
and e1 = χ. We set γ = |λ2| ∈ (0, 1). By decomposing f ∈ L2(ν) as

(3.28) f =
∑
k≥1

〈ek, f〉ek = 〈χ, f〉χ+
∑
k≥2

〈ek, f〉ek =: 〈χ, f〉χ+ β[f ],

for every n ∈ N, it holds

(3.29) Ln[f ] =
∑
k≥1

λnk〈ek, f〉ek = 〈χ, f〉χ+
∑
k≥2

λnk〈ek, f〉ek = 〈χ, f〉χ+ Ln[β[f ]],

with
(3.30) ‖Ln[β[f ]]‖ ≤ γn‖β[f ]‖ ≤ γn‖f‖.

The following simple lemma will later be used to deduce the pointwise convergence
from the L2(ν)-one.
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Lemma 3.6. There is a function q : [h∗,∞) → [0,∞) such that for every x ≥ h∗ and
f ∈ L2(ν)

(3.31) |L[f ](x)| ≤ ‖f‖q(x).

Proof. Using the definition (3.6) of L and the Cauchy–Schwarz inequality,

|L[f ](x)| ≤ d

∫
R
|f(y)|ρY

(
y − x

d

)
dy = d

∫
R
|f(y)|ρY (y − x/d)

ρν(y)
ν(dy)

≤ d‖f‖L2(ν)

∥∥∥ρY (·− x/d)

ρν(·)

∥∥∥
L2(ν)

=: ‖f‖L2(ν)q(x).

(3.32)

By (3.3), σν > σY . Using this one can easily check by a direct computation that q(x) <∞
for every x ≥ h∗. �

Remark 3.7. The same computation also shows that q(x) ∈ L2(ν), but we will not use
this fact.

We can now give the asymptotic estimates on moments appearing in Proposition 3.5.

Proposition 3.8. (a) For every f ∈ L2(ν), x ≥ h∗, and n ∈ N,

(3.33) Ex

[ ∑
v∈N+

n

f(ϕv)
]
= χ(x)〈χ, f〉+ εfn(x),

where the error term εfn satisfies (with q as in Lemma 3.6)
(3.34) ‖εfn‖ ≤ γn‖f‖ and |εfn(x)| ≤ γn−1‖f‖q(x).

(b) For every f, g ∈ L2(ν), x ≥ h∗, and n ∈ N

Ex

[ ∑
v,w∈N+

n

f(ϕv)g(ϕw)
]
− Ex

[ ∑
v∈N+

n

f(ϕv)g(ϕv)
]

= χ(x)
d− 1

d
〈χ, f〉〈χ, g〉〈χ2, χ〉n+ εf,gn (x),

(3.35)

where the error term εf,gn satisfies
(3.36) ‖εf,gn ‖ ≤ C‖f‖‖g‖ and εf,gn (x) ≤ ‖f‖‖g‖q̃(x)
with q̃(x) ≤ C(q(x) + χ(x)) <∞.

Proof. (a) By (3.8), the left-hand side of (3.33) equals Ln[f ]. Therefore, by (3.29), εfn =
Ln[β[f ]]. (3.30) then implies the first claim in (3.34). The second one follows from the
first one and Lemma 3.6.

(b) Combining (3.27) with (3.26) and (3.8), we obtain that

(3.37) Ex

[ ∑
v,w∈N+

n

f(ϕv)g(ϕw)
]
=
d− 1

d

n−1∑
k=0

Lk
[
Ln−k[f ]Ln−k[g]

]
(x) + Ln[fg](x).

By (3.33), Ln−k[f ]Ln−k[g] = (〈χ, f〉χ+ εfn−k)(〈χ, g〉χ+ εgn−k) and thus, again by (3.33),

Lk
[
Ln−k[f ]Ln−k[g]

]
= 〈χ,Ln−k[f ]Ln−k[g]〉χ+ ε

Ln−k[f ]Ln−k[g]
k

=
(
〈χ, f〉〈χ, g〉〈χ, χ2〉+ 〈χ, f〉〈χ, χεgn−k〉+ 〈χ, g〉〈χ, χεfn−k〉

+ 〈χ, εfn−kε
g
n−k〉

)
χ+ ε

Ln−k[f ]Ln−k[g]
k .

(3.38)
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Note also that the Ln[fg](x) summand in (3.37) equals Ex[
∑

v∈N+
n
f(ϕv)g(ϕv)]. Therefore,

the error term in (3.35) satisfies

εf,gn (x) =
d− 1

d

n−1∑
k=0

((
〈χ, f〉〈χ, χεgn−k〉+ 〈χ, g〉〈χ, χεfn−k〉+ 〈χ, εfn−kε

g
n−k〉

)
χ(x)

+ ε
Ln−k[f ]Ln−k[g]
k (x)

)
.

(3.39)

To bound this expression, note that |〈χ, f〉| ≤ ‖f‖ and |〈χ, χεgn−k〉| ≤ ‖χ2‖‖εgn−k‖ ≤
Cγn−k‖g‖, by part (a). Therefore, the first summand in (3.39) satisfies |〈χ, f〉〈χ, χεgn−k〉| ≤
Cγn−k‖f‖‖g‖. Analogously, |〈χ, g〉〈χ, χεfn−k〉| ≤ Cγn−k‖f‖‖g‖. To estimate the third
summand, we observe that by (3.33) εfn−k = Ln−k[β[f ]]. Therefore, using Proposi-
tion 3.2(b), ‖εfn−kε

g
n−k‖ ≤ d2‖εfn−k−1‖‖ε

g
n−k−1‖ and thus

(3.40) 〈χ, εfn−kε
g
n−k〉 ≤ d2‖εfn−k−1‖‖ε

g
n−k−1‖ ≤ d2γ2(n−k−1)‖f‖‖g‖.

Finally, for the fourth summand, using again Proposition 3.2(b) and part (a), since the
operator norm of L equals 1,

‖εL
n−k[f ]Ln−k[g]

k ‖ ≤ γk‖Ln−k[f ]Ln−k[g]‖
≤ d2γk‖Ln−k−1[f ]‖‖Ln−k−1[g]‖ ≤ Cγk‖f‖‖g‖.

(3.41)

Taking the norm in (3.39) and making use of the above estimates yields

(3.42) ‖εf,gn ‖ ≤ C‖f‖‖g‖
n−1∑
k=0

(γn−k + γ2(n−k−1) + γk) < C‖f‖‖g‖,

since γ < 1. This establishes the bound on ‖εf,gn ‖.
To establish the claimed pointwise bound for |εf,gn (x)|, observe that by part (a), we

have
∣∣εLn−k[f ]Ln−k[g]

k (x)
∣∣ ≤ γk‖Ln−k[f ]Ln−k[g]‖q(x) ≤ Cγk‖f‖‖g‖q(x). Combining this

with (3.39) and the previously derived bounds on the inner products appearing there, we
easily conclude. �

4. Proof of Theorem 2.1

In this section we prove Theorem 2.1 which describes the tail behaviour of the diameter
of the critical cluster. We also show several estimates that will later be used in the proof
of Theorem 2.2.

Let F be the set of all non-increasing functions f : R → [0, 1). For every f ∈ F and
n ∈ N, we introduce

(4.1) ufn(x) :=

{
Ex

[
1{N+

n 6=∅}
(
1−

∏
u∈N+

n
f(ϕu)

)]
, for x ≥ h∗,

0, for x < h∗.

Note that ufn(x) ∈ [0, 1] and by (3.5) it is increasing in x. Taking f ≡ 0,
(4.2) u0n(x) = Px[N

+
n 6= ∅],

which explains the relevance of this definition for the proof of Theorem 2.1.
We will use the following inequality, which often allows us to consider the special case

f ≡ 0 only: For every f ∈ F
(4.3) u0n(x)(1− f(h∗)) ≤ ufn(x) ≤ u0n(x).
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Indeed, the second inequality follows directly from the definition of ufn, since f ≥ 0. To
see the first one, note that since f is non-increasing,

∏
v∈N+

n
f(ϕv) ≤ f(h∗) when N+

n 6= ∅,
and thus Ex[1{N+

n 6=∅}(1−
∏

v∈N+
n
f(ϕv))] ≥ Ex[1{N+

n 6=∅}(1− f(h∗))] = (1− f(h∗))u0n(x).
Similarly to (3.28) we decompose ufn as

(4.4) ufn = 〈χ, ufn〉χ+ β[ufn]

and define afn := 〈χ, ufn〉 and bfn := ‖β[ufn]‖, so that

(4.5) ‖ufn‖2 = (afn)
2 + (bfn)

2.

Due to (4.2), in order to show Theorem 2.1, we need precise asymptotic estimates on afn
and bfn. These will be proved step by step in the following several lemmas. The theorem
is then shown at the end of the section.

By Proposition 3.3, Px[|Co ∩T+| = ∞] = 0. Therefore, Px[N
+
n 6= ∅] → 0 as n→ ∞. As

a consequence, using also (4.3), for every f ∈ F,

(4.6) ufn(x) → 0 as n→ ∞, pointwise and thus in L2(ν).

As a consequence, for every f ∈ F,

(4.7) lim
n→∞

afn = lim
n→∞

bfn = 0.

The following lemma provides a basic recursive relation for ufn, based on the branching
process representation. This relation will be important to obtain a more precise descrip-
tion of the asymptotic behaviour of afn and bfn as n→ ∞.

Lemma 4.1. For every non-increasing f : R → [0, 1) and n ∈ N,

(4.8) ufn(x) = 1−
(
1− 1

d
L[ufn−1](x)

)d

for x ∈ R.

As a consequence,

(4.9) ufn(x) = L[ufn−1](x)− g(L[ufn−1](x)),

with g(x) = 1− x− (1− d−1x)d. This function satisfies, for c1, c2 ∈ (0,∞),

(4.10) c1x
2 ≤ g(x) ≤ c2x

2 for all x ∈ [0, 1].

Proof. For x < h∗, both sides of (4.8) are trivially zero by definition of ufn and L. For
x ≥ h∗, by the branching process construction of ϕ, recalling Fn from (3.20), for n0 < n,

Ex

[ ∏
v∈N+

n

f(ϕv)
∣∣∣Fn0

]
=

∏
v∈N+

n0

Eϕv

[ ∏
w∈N+

n−n0

f(ϕw)
]

=
∏

v∈N+
n0

(
1− Eϕv

[
1−

∏
w∈N+

n−n0

f(ϕw)
])

=
∏

v∈N+
n0

(
1− ufn−n0

(ϕv)
)
.

(4.11)

Therefore, setting n0 = 1,

(4.12) ufn(x) = Ex

[
1− Ex

[ ∏
v∈N+

n

f(ϕv)
∣∣∣F1

]]
= 1− Ex

[ ∏
v∈N+

1

(
1− ufn−1(ϕv)

)]
.
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Using the conditional independence of the (ϕv : v ∈ S+
1 ) given ϕo = x, and the fact that

ufn(x) = 0 for x < h∗,

(4.13) Ex

[ ∏
v∈N+

1

(
1− ufn−1(ϕv)

)]
= Ex

[ ∏
v∈S+

1

(
1− ufn−1(ϕv)

)]
=

∏
v∈S+

1

Ex[1− ufn−1(ϕv)].

Using (3.7), Ex[u
f
n−1(ϕv)] = d−1L[ufn−1](x) for every v ∈ S+

1 . Together with (4.12) and
(4.13), this proves (4.8) and (4.9). Inequality (4.10) is proved in [ČL25, Lemma 5.3]. �

The following lemma provides a rough lower bound for u0n and a0n.
Lemma 4.2. There exists a constant c > 0 such that for all n ≥ 1

(4.14) ‖u0n‖ ≥ a0n ≥ cn−1.

Proof. The statement will follow if we show
(4.15) 0 ≤ g(x)n−1 ≤ u0n(x) for all n ≥ 1

for some non-trivial function g : R → [0, 1]. To show (4.15) we use the estimate on
the volume of Co from Proposition 3.3. By this proposition and (3.5) there is a positive
constant c1 such that, for all m ≥ 1 and x ≥ h∗,
(4.16) Px[|Co ∩ T+| > m] ≥ c1m

−1/2.

Since |Co ∩ T+| =
∑

k≥0|N
+
k |, this implies for all m,n ≥ 1

c1m
−1/2 ≤ Px

[∑
k≥0

|N+
k | > m,N+

n = ∅
]
+ Px

[∑
k≥0

|N+
k | > m,N+

n 6= ∅
]

(4.17)

≤ Px

[ n−1∑
k=0

|N+
k | > m

]
+ Px[N

+
n 6= ∅].(4.18)

By the Markov inequality, Px[
∑n−1

k=0 |N
+
k | > m] ≤ 1

m

∑n−1
k=0 Ex[|N+

k |], where, by Proposi-
tion 3.8, Ex[|N+

k |] ≤ c2(x) for some x-dependent constant c2(x) > 0. Thus,

(4.19) c1m
−1/2 ≤ c2(x)

n

m
+ Px[N

+
n 6= ∅].

Recalling (4.2) and choosing m = bδ2n2c with δ = 2c1c2(x)
−1, it follows that

(4.20) u0n(x) ≥
c21

2c2(x)
n−1 for all n ≥ 1,

showing (4.15) and thus the lemma. �

The next lemma gives upper bounds on afn and bfn.
Lemma 4.3. There is c <∞ such that for every f ∈ F and n ≥ 1

(4.21) afn ≤ cn−1 and bfn ≤ cn−2.

Proof. To prove the first statement in (4.21) we recall the recursive relation (4.9) and
project it on span{χ}. Using 〈χ,L[ufn]〉 = 〈χ, ufn〉 = afn, and the lower bound on g
from (4.10), this yields
(4.22) afn+1 = 〈χ, ufn+1〉 = 〈χ,L[ufn]〉 − 〈χ, g(L[ufn])〉 ≤ afn − c1〈χ,L[ufn]2〉.
By Proposition 3.1 and (3.17), χ(x) ≥ c > 0 for all x ∈ [h∗,∞). Hence, 〈χ,L[ufn]2〉 ≥
c〈1, L[ufn]2〉 = c‖L[ufn]‖2 ≥ c(afn)

2. Applied to (4.22), this gives
(4.23) afn+1 ≤ afn − c(afn)

2.
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This implies that afn is decreasing in n and, after rearranging, also

(4.24) c ≤
afn − afn+1

(afn)2
≤
afn − afn+1

afn+1a
f
n

=
1

afn+1

− 1

afn
.

Summing this over n running from 0 to n− 1 yields

(4.25) cn ≤
n−1∑
k=0

( 1

afk+1

− 1

afk

)
=

1

afn
− 1

af0
≤ 1

afn
,

proving the first part of (4.21).
To prove the second part we project (4.9) onto the orthogonal complement of span {χ}

and take norms. With the triangle inequality, this gives

(4.26) bfn+1 ≤ ‖β[L[ufn]]‖+ ‖β[g(L[ufn])]‖.

By (3.30), ‖β[L[ufn]]‖ = ‖L[β[ufn]]‖ ≤ γ‖β[ufn]‖ = γbfn. By the upper bound of g
from (4.10) and Proposition 3.2, since β is a projection, ‖β[g(L[ufn])]‖ ≤ ‖g(L[ufn])‖ ≤
c2‖L[ufn]2‖ ≤ c‖ufn‖2. Applied to (4.26), this gives

(4.27) bfn+1 ≤ γbfn + c‖ufn‖2 = γbfn + c(afn)
2 + c(bfn)

2.

Taking now f = 0, since b0n → 0 as n → ∞, there is γ′ ∈ (γ, 1) and n′ < ∞ such that
γb0n + c(b0n)

2 ≤ γ′b0n for all n ≥ n′. Together with the first part of (4.21), this implies
(4.28) b0n+1 ≤ γ′b0n + cn−2 for n ≥ n′.

Applying this recursively yields

(4.29) b0n+1 ≤ γ′
(
γ′b0n−1+ c(n− 1)−2

)
+ cn−2 ≤ · · · ≤ (γ′)n+1−n′

b0n′ + c
n−n′∑
k=0

(γ′)k(n− k)−2.

For n ≥ 2n′, by splitting the sum at k = n/2, using also that b0n ≤ 1 for all n, this can be
bounded by c(γ′)n/2 + c(n/2)−2 ≤ cn−2, proving the second half of (4.21) for f = 0.

For a general f ∈ F, by (4.3) and the already proven statements, ‖ufn‖2 ≤ ‖u0n‖2 =
(a0n)

2 + (b0n)
2 ≤ cn−2. Inserting this into (4.27) gives

(4.30) bfn+1 ≤ γbfn + cn−2,

which looks like (4.28). The second part of (4.21) for general f ∈ F then follows by the
same arguments as for f = 0. �

When f ∈ F is fixed, Lemmas 4.2 and 4.3 show that limn→∞ ufn/‖ufn‖ = χ in L2(ν) and
c < n‖ufn‖ < c′. In the special case f = 0, this is almost sufficient to prove Theorem 2.1,
we only need to improve the estimate on ‖ufn‖. In contrast, in the proof of Theorem 2.2 we
will need to consider functions f varying with n. There our estimates are not sufficient,
since the lower bound in Lemma 4.2 holds only for f = 0 and cannot be true uniformly
over f ∈ F. We now provide tools allowing us to deal with this case as well.

As it turns out, it is enough to prove the uniformity over a certain family of non-
increasing functions. Specifically, let

(4.31) F̂ = {fλ : λ ∈ [0,∞)} ⊂ F,
where

(4.32) f0 ≡ 0 and fλ(x) := exp
(
− χ(x)

λ

)
for λ > 0.
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To simplify the notation, we define (recall (4.1), (4.4))

(4.33) uλn = ufλn , aλn = afλn = 〈χ, uλn〉, bλn = bfλn = ‖β[uλn]‖.

The first preliminary step in proving the uniformity over F̂ is the following lemma. In
the special case λ = 0, this already follows from Lemmas 4.2 and 4.3.

Lemma 4.4. There is a constant c <∞ so that

(4.34) bλn ≤ caλn and ‖uλn‖ ≤ caλn for all n ∈ N0 and λ ≥ 0.

Proof. As the case λ = 0 already follows from Lemmas 4.2 and 4.3, it is enough to show
(4.34) with λ ≥ 0 replaced by λ > 0.

By (4.27) from the proof of Lemma 4.3,

(4.35) bλn+1 ≤ γbλn + c‖uλn‖2,

with c that is uniform over f ∈ F. An iterative application of this inequality yields

(4.36) bλn+1 ≤ γnbλ0 + c

n∑
l=0

γn−l‖uλl ‖2.

To continue, we argue that

(4.37) ‖uλl ‖ ≤ λ−1 for every l ∈ N0, λ > 0.

Indeed, by Lemma 4.1, uλn+1(x) ≤ L[uλn](x). Applying this recursively, taking norms, and
using that the operator norm of L is one, we obtain

(4.38) ‖uλl ‖ ≤ ‖Ll[uλ0 ]‖ ≤ ‖uλ0‖.

Moreover, since by definition 0 ≤ uλ0 = 1 − exp(−λ−1χ) ≤ λ−1χ, we know that ‖uλ0‖ ≤
λ−1‖χ‖ = λ−1. Together with (4.38), this shows (4.37).

Since also bλ0 ≤ ‖uλ0‖ ≤ λ−1 and γ < 1, (4.36) and (4.37) imply

(4.39) bλn+1 ≤ γnλ−1 + cλ−2.

On the other hand, by Lemma 4.3, bλn ≤ cn−2, and thus

(4.40) bλn ≤ cmin
(
γnλ−1 + λ−2,

1

n2

)
.

Since 1− fλ(h
∗) ≥ cλ−1, (4.3) implies that

(4.41) aλn = 〈uλn, χ〉 ≥ (1− fλ(h
∗))〈u0n, χ〉 ≥ cλ−1a0n ≥ cλ−1n−1,

where the last inequality follows from Lemma 4.2. Therefore,

(4.42) bλn
aλn

≤
cmin

(
γnλ−1 + λ−2, n−2

)
λ−1n−1

≤ cmin
(
cγnn+

n

λ
,
λ

n

)
≤ cγnn+ c,

which is bounded from above by some constant c independent of λ or n. This proves the
first statement. The second follows from the first one and ‖uλn‖2 = (aλn)

2 + (bλn)
2. �

We now improve the result of Lemma 4.4 and show that bλn = o(aλn), uniformly in λ.

Proposition 4.5. Uniformly over λ ≥ 0,

(4.43) lim
n→∞

uλn
〈χ, uλn〉

= χ in L2(ν).



SCALING LIMITS FOR THE CRITICAL GFF 16

Proof. The proof consists of two steps. First we show that, for a suitable choice of n0(n),
which slowly diverges with n,

(4.44) uλn
〈χ, uλn−n0(n)

〉
→ χ in L2(ν) as n→ ∞, uniformly in λ ≥ 0.

In a second step, we then show that 〈χ, uλn−n0(n)
〉/〈χ, uλn〉 → 1 as n → ∞ uniformly in

λ ≥ 0, implying the claim of the proposition.
By (4.11) from the proof of Lemma 4.1,

uλn(x) = Ex

[
Ex

[
1−

∏
v∈N+

n

fλ(ϕv)
∣∣∣Fn0

]]
= Ex

[
1−

∏
v∈N+

n0

(
1− uλn−n0

(ϕv)
)]

= Ex

[ ∑
v∈N+

n0

uλn−n0
(ϕv)

]
− Ex

[ ∏
v∈N+

n0

(
1− uλn−n0

(ϕv)
)
− 1 +

∑
v∈N+

n0

uλn−n0
(ϕv)

]
.

(4.45)

By Proposition 3.8(a), the first expectation on the right-hand side satisfies

(4.46) Ex

[ ∑
u∈N+

n0

uλn−n0
(ϕu)

]
= χ(x)〈χ, uλn−n0

〉+ ελ,n−n0
n0

(x)

with ‖ελ,n−n0
n0

‖ ≤ γn0‖uλn−n0
‖.

To estimate the second expectation we need the following inequality: For any finite
index set I and ai ∈ [0, 1], i ∈ I,

(4.47) 0 ≤
∏
i∈I

(1− ai)− 1 +
∑
i∈I

ai ≤
1

2

∑
i 6=j∈I

aiaj.

This inequality follows easily from Bonferroni inequalities for independent events Ai with
P (Ai) = ai. Indeed,

(4.48) 1−
∏
i∈I

(1− ai) = P (∪i∈IAi) ≤
∑
i∈I

P (Ai) =
∑
i∈I

ai

implies the lower bound in (4.47), and

(4.49) 1−
∏
i∈I

(1−ai) = P (∪i∈IAi) ≥
∑
i∈I

P (Ai)−
1

2

∑
i 6=j∈I

P (Ai∩Aj) =
∑
i∈I

ai−
1

2

∑
i 6=j∈I

aiaj

implies the upper bound. Inequality (4.47) and Proposition 3.8(b) imply

0 ≤ Ex

[ ∏
u∈N+

n0

(
1− uλn−n0

(ϕu)
)
− 1 +

∑
u∈N+

n0

uλn−n0
(ϕu)

]
≤ cχ(x)〈χ, uλn−n0

〉2〈χ, χ2〉n0 + ε̄λ,n−n0
n0

(x),

(4.50)

with ‖ε̄λ,n−n0
n0

‖ ≤ C‖uλn−n0
‖2.
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Dividing (4.45) by 〈χ, uλn−n0
〉 and combining it with (4.46) and (4.50), we obtain∥∥∥∥ uλn

〈χ, uλn−n0
〉
− χ

∥∥∥∥
≤

‖ελ,n−n0
n0

‖
〈χ, uλn−n0

〉
+
c‖χ〈χ, uλn−n0

〉2〈χ, χ2〉n0‖
〈χ, uλn−n0

〉
+

‖ε̄λ,n−n0
n0

(x)‖
〈χ, uλn−n0

〉

≤ γn0
‖uλn−n0

‖
〈χ, uλn−n0

〉
+ c〈χ, χ2〉〈χ, uλn−n0

〉n0 + c
‖uλn−n0

‖
〈χ, uλn−n0

〉
‖uλn−n0

‖

≤ cγn0 +
c〈χ, χ2〉n0

n− n0

+
c

n− n0

,

(4.51)

where in the last inequality we used that ‖uλn‖/〈χ, uλn〉 is uniformly bounded by Lemma 4.4,
and both 〈χ, uλn〉 and ‖uλn‖ are uniformly bounded above by cn−1 by Lemma 4.3. This
establishes (4.44) with, for example, n0(n) = blog(n)c.

Next we show that (4.51) also implies

(4.52)
∣∣∣∣ 〈χ, uλn〉
〈χ, uλn−n0(n)

〉
− 1

∣∣∣∣ → 0 as n→ ∞, uniformly in λ ≥ 0.

To see this, we use that 1 = 〈χ, χ〉 and |〈χ, f〉| ≤ ‖f‖ to get∣∣∣∣ 〈χ, uλn〉
〈χ, uλn−n0(n)

〉
− 1

∣∣∣∣ = ∣∣∣∣ 〈χ, uλn〉
〈χ, uλn−n0(n)

〉
− 〈χ, χ〉

∣∣∣∣ = ∣∣∣∣〈χ, uλn
〈χ, uλn−n0(n)

〉
− χ

〉∣∣∣∣
≤

∥∥∥∥ uλn
〈χ, uλn−n0(n)

〉
− χ

∥∥∥∥,(4.53)

which by (4.51) converges to zero uniformly in λ. This shows (4.52), which together with
(4.44) finishes the proof. �

Using the hypercontractivity of L from Proposition 3.2, it is easy to slightly improve
Proposition 4.5. This will be useful to ensure that certain products still lie in L2(ν).

Lemma 4.6. Uniformly over λ ≥ 0,

(4.54) lim
n→∞

uλn
〈χ, uλn〉

= χ in L5/2(ν) and pointwise over [h∗,∞).

Proof. We will first show (4.54). We set p = 5/2. By Lemma 4.1, uλn = L[uλn−1] +∑d
l=2 clL[u

λ
n−1]

l. Therefore, also using that L[χ] = χ,

(4.55)
∥∥∥ uλn
〈χ, uλn〉

− χ
∥∥∥
Lp(ν)

≤
∥∥∥∥L[ uλn−1

〈χ, uλn〉
− χ

]∥∥∥∥
Lp(ν)

+
c

〈χ, uλn〉

d∑
l=2

‖L[uλn−1]
l‖Lp(ν).

Since 0 ≤ uλn ≤ 1, it holds that 0 ≤ L[uλn] ≤ d. Therefore,
(4.56) ‖L[uλn−1]

l‖Lp(ν) ≤ dl−2‖L[uλn−1]
2‖Lp(ν) = dl−2‖L[uλn−1]‖2L2p(ν) ≤ c‖uλn−1‖2L2(ν),

where in the last inequality we used Proposition 3.2(a) with q = 2p = 5 and p = 2.
Therefore, using also (4.52) (with n0 = 1), Lemma 4.4, and the fact that ‖uλn‖ ≤ ‖u0n‖ → 0
as n→ ∞, we get

(4.57)
‖L[uλn−1]

l‖Lp(ν)

〈χ, uλn〉
≤

‖uλn−1‖2L2(ν)

c〈χ, uλn−1〉
→ 0 as n→ ∞ uniformly in λ ≥ 0.
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Using Proposition 3.2(a) again for the remaining term on the right-hand side of (4.55),

(4.58)
∥∥∥∥L[ uλn−1

〈χ, uλn〉
−χ

]∥∥∥∥
Lp(ν)

≤ d

∥∥∥∥ uλn−1

〈χ, uλn〉
−χ

∥∥∥∥
L2(ν)

→ 0 as n→ ∞ uniformly in λ ≥ 0.

Here, the convergence follows from Proposition 4.5. Combining (4.55) with (4.57) and
(4.58) shows (4.54).

We now show the pointwise convergence. By similar steps as in (4.55), using Lemma 3.6,
for x ≥ h∗, ∣∣∣ uλn(x)〈χ, uλn〉

− χ(x)
∣∣∣ ≤ ∣∣∣∣L[ uλn−1

〈χ, uλn〉
− χ

]
(x)

∣∣∣∣+ 1

〈χ, uλn〉

d∑
l=2

|L[uλn−1](x)|l

≤
∥∥∥∥ uλn−1

〈χ, uλn〉
− χ

∥∥∥∥q(x) + 1

〈χ, uλn〉

d∑
l=2

‖uλn−1‖lq(x)l.

(4.59)

Using (4.57) and (4.58), it is immediate that the right-hand side of (4.59) converges to 0
as n → ∞, uniformly in λ ≥ 0. This shows the pointwise convergence and finishes the
proof. �

The following lemma provides the final ingredient for the proof of Theorem 2.1. Its
result allows us to determine the exact asymptotic behaviour of aλn as n→ ∞.

Lemma 4.7. Let C1 be as in (2.11). Then,

(4.60) lim
n→∞

1

n

( 1

aλn
− 1

aλ0

)
= C−1

1 uniformly in λ ≥ 0.

Proof. We show that

(4.61) lim
n→∞

( 1

aλn
− 1

aλn−1

)
= lim

n→∞

aλn−1 − aλn
aλn−1a

λ
n

= C−1
1

uniformly in λ ≥ 0. The claim of the lemma then follows from (4.61) by telescoping the
difference therein.

By Lemma 4.1 again, this time writing the prefactor of the quadratic term explicitly,

aλn = 〈χ, uλn〉 = 〈χ,L[uλn−1]〉 −
(
d

2

)
1

d2
〈χ,L[uλn−1]

2〉 −
d∑

l=3

cl〈χ,L[uλn−1]
l〉.(4.62)

Using that L is self-adjoint and L[χ] = χ, we get 〈χ,L[uλn−1]〉 = 〈χ, uλn−1〉 = aλn−1. Hence,
after dividing by (aλn−1)

2, (4.62) implies

aλn−1 − aλn
(aλn−1)

2
=

(
d

2

)
d−2

〈
χ,
L[uλn−1]

2

(aλn−1)
2

〉
+

d∑
l=3

cl

〈
χ,
L[uλn−1]

l

(aλn−1)
2

〉
=

(
d

2

)
d−2

〈
χ,L

[uλn−1

aλn−1

]2〉
+

d∑
l=3

cl

〈
χ,L

[uλn−1

aλn−1

]2
L[uλn−1]

l−2
〉
.

(4.63)

By Propositions 4.5 and 3.2, L[uλn−1/a
λ
n−1]

2 → χ2 in L2(ν), uniformly in λ. By (4.6) and
(4.3), 0 ≤ uλn ≤ u0n → 0 in L2(ν) as n → ∞. Therefore, using that L[uλn−1] ≤ d and the
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boundedness of L, L[uλn−1]
l−2 ≤ dl−3L[uλn−1] → 0 in L2(ν) uniformly in λ. Using this in

(4.63) then yields

(4.64) lim
n→∞

aλn−1 − aλn
(aλn−1)

2
=

(
d

2

)
d−2〈χ, χ2〉 = C−1

1 uniformly in λ ≥ 0.

From this (4.61) follows, if we show

(4.65) lim
n→∞

aλn
aλn−1

= 1 uniformly in λ ≥ 0.

To see this, note that by multiplying (4.64) by aλn−1,

(4.66) 1− aλn/a
λ
n−1 = aλn−1C

−1
1 + o(aλn−1) = o(1),

where the o(1) term is independent of λ since 0 ≤ aλn ≤ a0n → 0 for n → ∞. This shows
(4.65), and together with (4.64) completes the proof of (4.61). �

We are now ready to prove Theorem 2.1.

Proof of Theorem 2.1. Recall from (4.2) that u0n(x) = Px[N
+
n 6= ∅]. Therefore, by Propo-

sition 4.5 and Lemma 4.6,

(4.67) lim
n→∞

P·[N
+
n 6= ∅]

〈χ, u0n〉
= χ in L2(ν) and pointwise.

Moreover, by Lemma 4.7,
(4.68) 〈χ, u0n〉 = a0n = C1n

−1(1 + o(1)).

Combining these two facts one obtains (2.9), and by integrating over ϕ(o) which is ν-
distributed also (2.10).

To show the last statement of the theorem, let x1, . . . , xd+1 = ō be the neighbours of o
in T, and let An,i be the event “the subtree of xi intersects Nn”. By the branching process
construction, for every n ≥ 1, the events An,1, . . . , An,d+1 are independent and have the
same probability p = p(n, x). Further, Px[Nn 6= ∅] = Px[∪d+1

i=1An,i] = 1 − (1 − p)d+1 and
similarly Px[N

+
n 6= ∅] = 1− (1− p)d and thus

(4.69) Px[Nn 6= ∅] = 1− (1− Px[N
+
n 6= ∅])

d+1
d =

d+ 1

d
Px[N

+
n 6= ∅] +O(Px[N

+
n 6= ∅]2).

This directly implies the statement for Px[Nn 6= ∅]. The statement for P [Nn 6= ∅] is again
obtained by integration over ϕo. �

5. Proof of Theorem 2.2

The goal of this section is twofold: We show Theorem 2.2, and then, in Section 5.1,
provide further results concerning the behaviour of Co conditioned on {N+

n 6= ∅}. These
results are, more or less, direct consequences of Theorems 2.1 and 2.2, and will later be
used to show Theorem 2.3.

We start with a preparatory lemma which is a special case of Theorem 2.2 for functions
f orthogonal to χ.

Lemma 5.1. For every f ∈ L2(ν) such that 〈χ, f〉 = 0 there is a sequence εfn ∈ L2(ν)
converging to zero in L2(ν) and pointwise, such that for every δ > 0, x ≥ h∗, and n ≥ 1,

(5.1) Px

[∣∣∣ 1
n

∑
v∈N+

n

f(ϕv)
∣∣∣ > δ

∣∣∣N+
n 6= ∅

]
≤ cδ−2εfn(x).
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Proof. By the conditional Markov inequality

(5.2) Px

[∣∣∣ 1
n

∑
v∈N+

n

f(ϕv)
∣∣∣ > δ

∣∣∣N+
n 6= ∅

]
≤ δ−2Ex

[( 1
n

∑
v∈N+

n

f(ϕv)
)2∣∣∣N+

n 6= ∅
]
.

The conditional expectation on the right-hand side satisfies

(5.3) Ex

[( 1
n

∑
v∈N+

n

f(ϕv)
)2∣∣∣N+

n 6= ∅
]
=

( 1

nPx[N+
n 6= ∅]

)( 1
n
Ex

[( ∑
v∈N+

n

f(ϕv)
)2])

.

By Proposition 3.8(a,b), since 〈χ, f〉 = 0,

(5.4) 1

n
Ex

[( ∑
v∈N+

n

f(ϕv)
)2]

= εfn(x),

with εfn → 0 in L2 and pointwise. Further, by the stochastic domination (3.5), using
Theorem 2.1, (nPx[N

+
n 6= ∅])−1 ≤ (nPh∗ [N+

n 6= ∅])−1 ≤ c and the statement of the lemma
follows. �

Proof of Theorem 2.2. We first consider the special case f = χ; the general case will then
easily follow using Lemma 5.1.

We start by showing that for every α > 0,

(5.5) E
[
e−αZχ,x

n
]
=

C1

C1 + α
+ εαn(x),

with εαn → 0 pointwise and in L2(ν). Using the definitions (4.1), (4.32) of ufn and fλ,
setting as before uλn = ufλn , and recalling (4.2), we obtain

E
[
e−αZχ,x

n
]
= Ex

[
exp

(
− α

n

∑
v∈N+

n

χ(ϕv)
)∣∣∣N+

n 6= ∅
]
= 1− u

n/α
n (x)

u0n(x)
.(5.6)

By Lemma 4.6 and (4.68),
(5.7) u0n(x) = Cn−1χ(x)(1 + ε(x)),

where ε → 0 pointwise. Since Lemma 4.6 holds uniformly in λ, we can apply it with
λ = n/α to obtain

(5.8) un/αn (x) = an/αn χ(x)(1 + ε̃(x)),

again with ε̃→ 0 pointwise. Moreover, by Lemma 4.7, again using the uniformity in λ,

(5.9) (nan/αn )−1 = (na
n/α
0 )−1 + C−1

1 + o(1) as n→ ∞.

By the definitions of aλn, uλn and fλ, and by the monotone convergence theorem,

na
n/α
0 = n〈χ, un/α0 〉 = n

〈
χ,E·

[
1− fn/α(ϕo)

]〉
= n〈χ, 1− fn/α〉 =

〈
χ, n

(
1− e−αχ(·)/n)〉 n→∞−−−→ α〈χ, χ〉 = α.

(5.10)

Inserting this into (5.9) yields

(5.11) an/αn =
αC1(1 + o(1))

n(α + C1)
as n→ ∞.

Combining (5.6)–(5.8), (5.11) gives

(5.12) 1− E
[
e−αZχ,x

n
]
=

α

α + C1

(1 + o(1)),
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which shows the pointwise convergence in (5.5). The L2(ν)-convergence follows by the
dominated convergence theorem, since the left-hand side of (5.5) is bounded by 1.

By Lévy’s continuity theorem for the Laplace transform, (5.5) implies the statement
(2.13) of the theorem in the case Zf,x

n with f = χ. For general f ∈ L2(ν) we write
f = 〈χ, f〉χ+β[f ] as usual. Then Zf,x

n = 〈χ, f〉Zχ,x
n +Z

β[f ],x
n . The statement for Zf,x

n then
directly follows, since the first summand converges to an exponential random variable
with mean C−1

1 〈χ, f〉, by the first step of the proof, and the second summand converges
to 0 in probability, by Lemma 5.1, since 〈χ, β[f ]〉 = 0.

We now show the statement of the theorem for Zf
n . Let νn be the law of ϕo under

P [ · |N+
n 6= ∅]. By integrating (5.5) over νn(dx)

(5.13) E
[
e−Zχ

n
]
=

C1

C1 + α
+

∫
εαn(x)νn(dx).

We need to show that the last integral is o(1). Observe that νn(dx) = P [ϕo ∈ dx|N+
n 6=

∅] = P [ϕo ∈ dx,N+
n 6= ∅]P [N+

n 6= ∅]−1 = Px[N
+
n 6= ∅]P [N+

n 6= ∅]−1ν(dx). Therefore,
using the Cauchy–Schwarz inequality and that εαn → 0 in L2(ν), the integral in (5.13) is
bounded above by

(5.14) o(1)
(∫

Px[N
+
n 6= ∅]2

P [N+
n 6= ∅]2

ν(dx)
)1/2

.

By (4.67), Px[N
+
n 6= ∅]P [N+

n 6= ∅]−1 = χ(x)〈1, χ〉−1 + εn(x), with εn(x) → 0 in L2(ν)
as n → ∞. This implies that the integral in (5.14) is O(1) and together with (5.13)
and again Lévy’s continuity theorem shows statement (2.13) for Zf

n with f = χ. For Zf
n

and general f ∈ L2(ν) the statement then follows by integrating (5.1) over νn(dx) and
applying similar arguments as above. �

5.1. Further results for the conditioned model. The following few results which all
concern the model conditioned to {N+

n 6= ∅} will later be used in the proof of Theorem 2.3.
The first one explains the role of the measure Qx introduced using the spine construction
in Section 3.2. Similar results are well established in branching processes literature, see
for instance [HH07, Theorem 5] or [CR90, Theorem 4]. Proposition 1.5 in [Pow19] can be
seen as the analogous result for branching diffusion on bounded domains.

Proposition 5.2. For all K ∈ N, x ≥ h∗ and B ∈ FK (see (3.20))

(5.15) lim
n→∞

Px[B|N+
n 6= ∅] = Qx[B].

Proof. We follow similar steps as in the proof of [Pow19, Proposition 1.5]. For every
n ≥ K,

(5.16) Px[B|N+
n 6= ∅] = Ex

[1BPx[N
+
n 6= ∅|FK ]

Px[N+
n 6= ∅]

]
.

Writing N+
K = {v1, . . . , v|N+

K |} and defining the events Ai = {vi is root of a subtree in Co
with height of at least n−K},

(5.17) {N+
n 6= ∅} =

|N+
K |⋃

k=1

Ak =

|N+
K |⋃

k=1

(
Ak ∩

⋂
j<k

Ac
j

)
,
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where the last union is disjoint. Since the Ai are independent conditionally on FK ,

(5.18) Px[N
+
n 6= ∅|FK ] =

|N+
K |∑

i=1

Pϕvi
[N+

n−K 6= ∅]
∏
j<i

Pϕvj
[N+

n−K = ∅].

By Theorem 2.1, Pϕvi
[N+

n−K 6= ∅] ∼ C1(n−K)−1χ(ϕvi) → 0 and Px[N
+
n 6= ∅] ∼ C1n

−1χ(x)
as n→ ∞. Therefore,

(5.19) lim
n→∞

1BPx[N
+
n 6= ∅|FK ]

Px[N+
n 6= ∅]

= 1B

∑
v∈NK

χ(ϕv)

χ(x)
, Px-a.s.

In order to insert this into (5.16), we use the generalised dominated convergence theorem.
To this end we bound the fraction on the left-hand side of (5.19) by a function gn satisfying
gn → g in L1(Px) and Px-a.s.: Using (5.17) and Theorem 2.1 (or (4.67), (4.68) from its
proof),

(5.20) Px[N
+
n 6= ∅|FK ] ≤

∑
v∈N+

K

Pϕv [N
+
n−K 6= ∅] =

∑
v∈N+

K

C1(n−K)−1(χ(ϕv) + ε̄n−K(ϕv))

with ε̄n → 0 pointwise and in L2(ν) as n → ∞. For the denominator, again by Theo-
rem 2.1, Px[N

+
n 6= ∅] ≥ Ph∗ [N+

n 6= ∅] ≥ cn−1 for some constant c. Thus, for n > K,
1BPx[N

+
n 6= ∅|FK ]

Px[N+
n 6= ∅]

≤ cn

n−K

∑
v∈N+

K

(χ(ϕv) + ε̄n−K(ϕv))

≤ c′
∑
v∈N+

K

(χ(ϕv) + ε̄n−K(ϕv)) =: gn,
(5.21)

which converges a.s. to g := c′
∑

v∈N+
K
χ(ϕv). Moreover, by Proposition 3.8,

(5.22) Ex[|gn − g|] ≤ Ex

[
c′

∑
v∈N+

K

|ε̄n−K(ϕv)|
]
= 〈χ, |ε̄n−K |〉χ(x) + ε

|ε̄n−K |
K (x).

Since ‖ε̄n‖ → 0, the bounds established in (3.34) imply that the right-hand side of (5.22)
converges to 0, that is gn → g in L1(P x). Therefore, by the generalised dominated
convergence theorem, using (5.16), (5.19),

(5.23) lim
n→∞

Px[B|N+
n 6= ∅] = Ex

[
1B

∑
v∈NK

χ(ϕv)

χ(x)

]
= Qx[B],

where the last equality follows from Lemma B.2 with k = 1 and Y (v1) = 1Bχ(ϕv1). �

The following lemma and its corollary follow almost directly from the results established
in the proof of Theorem 2.2.

Lemma 5.3. For every f ∈ L2(ν), x ≥ h∗ and δ > 0,

(5.24) lim
n→∞

Px

[∣∣∣∣
∑

v∈N+
n
f(ϕv)∑

v∈N+
n
χ(ϕv)

− 〈χ, f〉
∣∣∣∣ > δ

∣∣∣∣N+
n 6= ∅

]
= 0.

Proof. Observe that∑
v∈N+

n
f(ϕv)∑

v∈N+
n
χ(ϕv)

− 〈χ, f〉 =
∑

v∈N+
n
(f(ϕv)− 〈χ, f〉χ(ϕv))∑

v∈N+
n
χ(ϕv)

=
n−1

∑
v∈N+

n
β[f ](ϕv)

n−1
∑

v∈N+
n
χ(ϕv)

.(5.25)
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For any A,B ∈ R and ε, δ > 0, {|A/B| > ε} ⊂ {|A| > δ} ∪ {|B| < δ/ε}, which together
with (5.25) allows us to bound the left-hand side of (5.24) by

(5.26) Px

[∣∣∣n−1
∑
v∈N+

n

β[f ](ϕv)
∣∣∣ > δ̄n

∣∣∣N+
n 6= ∅

]
+ Px

[
n−1

∑
v∈N+

n

χ(ϕv) < δ̄n/δ
∣∣∣N+

n 6= ∅
]
.

We now show that there is a sequence δ̄n → 0 such that both summands converge to
zero. By Lemma 5.1, the first summand is bounded by δ̄−2

n ε̄fn(x), where the ε̄fn-term is
independent of δ̄n and converges to zero. Therefore, if δ̄n → 0 sufficiently slowly, then
also δ̄−2

n ε̄fn(x) → 0. For the second summand, fix ε > 0. Then for n large enough so that
δ̄n/δ ≤ ε,

(5.27) Px

[
n−1

∑
v∈N+

n

χ(ϕv) < δ̄n/δ
∣∣∣N+

n 6= ∅
]
≤ Px

[
n−1

∑
v∈N+

n

χ(ϕv) < ε
∣∣∣N+

n 6= ∅
]
.

By Theorem 2.2, the right-hand side converges to P (Z < C1ε) which can be made ar-
bitrarily small by choosing ε small. This implies that the second summand in (5.26)
converges to zero and completes the proof. �

Corollary 5.4. For every x ≥ h∗, δ > 0 and f, g ∈ L2(ν) with g > 0,

(5.28) lim
n→∞

Px

[∣∣∣∣
∑

v∈N+
n
f(ϕv)∑

v∈N+
n
g(ϕv)

− 〈χ, f〉
〈χ, g〉

∣∣∣∣ > δ

∣∣∣∣N+
n 6= ∅

]
= 0.

In particular, setting g ≡ 1,

(5.29) lim
n→∞

Px

[∣∣∣∣ 1

|N+
n |

∑
v∈N+

n

f(ϕv)−
〈χ, f〉
〈χ, 1〉

∣∣∣∣ > δ

∣∣∣∣N+
n 6= ∅

]
= 0.

Proof. It is easy to see that there is δ′ = δ′(δ, f, g) > 0 such that the event on the left-
hand side of (5.28) is contained in the union of {|

∑
f(ϕv)/

∑
χ(ϕv) − 〈χ, f〉| ≥ δ′} and

{|
∑
g(ϕv)/

∑
χ(ϕv)− 〈χ, g〉| ≥ δ′}. The statement then follows by Lemma 5.3. �

The final result of this section is the following technical lemma which can be seen as a
somewhat stronger version of (5.29) in Corollary 5.4. It is tailored to be used in the proof
of Proposition 6.7.

Lemma 5.5. Write N+
n = {v1, v2, . . . , v|N+

n |} and set N+
n,M = {v1, v2, . . . , vM}. For δ, ρ >

0 and f : R → R bounded, define the event

(5.30) Bn(f, δ, ρ) := {ρn ≤ |N+
n |} ∩

( ⋃
ρn≤M≤|N+

n |

{∣∣∣∣
∑

v∈N+
n,M

f(ϕv)

M
− 〈χ, f〉

〈χ, 1〉

∣∣∣∣ > δ

})
.

Then for every x ≥ h∗,
(5.31) lim

n→∞
Px

[
Bn(f, δ, ρ)

∣∣N+
n 6= ∅

]
= 0.

Proof. We start by outlining the strategy of the proof. We will define events An = An(n0)
(see (5.34)) and A′

n = A′
n(n0, q) (see (5.40)), so that when n0 = n0(n) and q = q(n) are

chosen correctly,

(5.32)

lim
n→∞

Px

[
An(n0(n))

∣∣N+
n 6= ∅

]
= 0,

lim
n→∞

Px

[
A′

n(n0(n), q(n))
∣∣N+

n 6= ∅
]
= 0,

Bn(f, δ, ρ) ⊆ An(n0(n)) ∪ A′
n(n0(n), q(n)) for n large enough.
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The statement of the lemma follows directly from these claims by a union bound.
To define An = An(n0), we fix 0 ≤ n0 ≤ n, write N+

n0
= {w1, . . . , w|N+

n0
|}, and set

N i
n = {v ∈ N+

n : wi is ancestor of v}. For 1 ≤ i ≤ |N+
n0
|, we set

(5.33) mi =

{
|N i

n|−1
∑

v∈N i
n
f(ϕv), if |N i

n| > 0,

〈χ, f〉/〈χ, 1〉, otherwise,

and define the events

(5.34) Ai
n =

{∣∣∣mi −
〈χ, f〉
〈χ, 1〉

∣∣∣ > δ

2

}
and An = An(n0) =

|N+
n0

|⋃
i=1

Ai
n.

We now prove an upper bound on P [An|N+
n 6= ∅]. By a union bound, using that

Ai
n ⊂ {N i

n 6= ∅} ⊂ {N+
n 6= ∅},

Px[An|N+
n 6= ∅] = Px[N

+
n 6= ∅]−1Px[An ∩ {N+

n 6= ∅}]

≤ Px[N
+
n 6= ∅]−1Ex

[ |N+
n0

|∑
i=1

Px[A
i
n ∩ {N i

n 6= ∅}|Fn0 ]

]
.

(5.35)

Using the branching process properties of the GFF,

Px[A
i
n ∩ {N i

n 6= ∅}|Fn0 ]

= Pϕwi

[∣∣∣∣ 1

|N+
n−n0

|
∑

v∈N+
n−n0

f(ϕv)−
〈χ, f〉
〈χ, 1〉

∣∣∣∣ > δ

2

∣∣∣∣N+
n−n0

6= ∅
]
Pϕwi

[N+
n−n0

6= ∅].(5.36)

By Corollary 5.4(b), the first probability on the right-hand side is bounded by some
εn−n0(ϕwi

) satisfying 1 ≥ εn → 0 pointwise, and thus in any Lq(ν) by the bounded
convergence theorem. By Proposition 4.5 and Lemmas 4.6, 4.7, the second probability
equals

(5.37) Pϕwi
[N+

n−n0
6= ∅] = C1(n− n0)

−1
(
χ(ϕwi

) + ε̄n−n0(ϕwi
)
)
,

where ε̄ → 0 pointwise and in L5/2(ν). Combining these statements with (5.35) and
(5.36), and using then Proposition 3.8 in the numerator, we obtain

Px[An|{N+
n 6= ∅}] ≤

Ex

[∑
w∈N+

n0
εn−n0(ϕw)C1(n− n0)

−1(χ(ϕw) + ε̄n−n0(ϕw))
]

C1n−1(χ(x) + ε̄n(x))

=
c(x)n

n− n0

〈χ, εn−n0(χ+ ε̄n−n0)〉χ(x) + ε̃n0(x),

(5.38)

where ε̃n → 0 pointwise. Finally, using Hölder’s inequality on the inner product, since
χ, χ2 ∈ L2(ν) (by (3.18)), εn → 0 in L5(ν) and ε̄→ 0 in L5/2(ν), it follows that for every
x ≥ h∗,

(5.39) if n0 → ∞ and n− n0 → ∞, then Px[An(n0)|{N+
n 6= ∅}] → 0.

We now turn to the events A′
n. For given n0 ≤ n and q, let

(5.40) A′
n = A′

n(n0, q) =

|N+
n0

|⋃
i=1

{|N i
n| > q}.
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To bound the probability P [A′
n|N+

n 6= ∅], we write

(5.41) Px[A
′
n ∩ {N+

n 6= ∅}] ≤ Px[A
′
n] ≤ Ex

[ |N+
n0

|∑
i=1

Pϕwi
[|N+

n−n0
| > q]

]
.

By the Markov inequality and Proposition 3.8(b) (with f = g = 1),
(5.42) Pϕwi

[|N+
n−n0

| > q] ≤ q−2Eϕwi
[|N+

n−n0
|2] = Cq−2(χ(ϕwi

)(n− n0) + εn−n0(ϕwi
)),

where ‖εn−n0‖ ≤ c. Thus, by Proposition 3.8(a),

Px[A
′
n ∩ {N+

n 6= ∅}] ≤ q−2Ex

[ ∑
v∈N+

n0

(cχ(ϕv)(n− n0) + εn−n0(ϕv))
]

≤ cq−2
(
(n− n0 + 1)χ(x) + ε′n0

(x)
)
.

(5.43)

with ε′n → 0 pointwise. Together with Px[N
+
n 6= ∅] ≥ cn−1, by Theorem 2.1, this implies

(5.44) Px[A
′
n|N+

n 6= ∅] ≤ n

q2

(
(n− n0 + C)χ(x) + ε′n0

(x)
)
.

We will now give sufficient conditions on the functions n0(n) and q(n) so that for large
enough n,
(5.45) Bn(f, δ, ρ) ⊂ An ∪ A′

n, or equivalently Bn(f, δ, ρ)
c ⊃ (An)

c ∩ (A′
n)

c.

By definition, {ρn ≤ |N+
n |}c ⊆ Bn(f, δ, ρ)

c. Therefore, (5.45) is implied by
(5.46) (An)

c ∩ (A′
n)

c ∩ {ρn ≤ |N+
n |} ⊆ Bn(f, δ, ρ)

c.

To prove this, we assume that (An)
c ∩ (A′

n)
c ∩ {ρn ≤ |N+

n |} holds. For M ≤ |N+
n |, let

(5.47) k(M) := inf
{∑̀

i=1

|N i
n| : ` ∈ {0, . . . , |N+

n0
|} such that

∑̀
i=1

|N i
n| ≥M

}
≥M.

On (An)
c,
∣∣|N i

n|−1
∑

v∈N i
n
f(ϕv) − 〈χ, f〉/〈χ, 1〉

∣∣ ≤ δ/2 for all i = 1, . . . , |N+
n0
|. Therefore,

for all M with ρn ≤M ≤ |N+
n |

(5.48)
∣∣∣∣
∑

v∈N+
n,k(M)

f(ϕv)

k(M)
− 〈χ, f〉

〈χ, 1〉

∣∣∣∣ ≤ δ

2
.

Writing
∑

v∈N+
n,M

f(ϕv) =
∑

v∈N+
n,k(M)

f(ϕv) −
∑

v∈N+
n,k(M)

\N+
n,M

f(ϕv), and using that the
absolute value of the second sum is bounded by (k(M) −M) sup|f |, we obtain that for
every M ≥ ρn∣∣∣∣

∑
v∈N+

n,M
f(ϕv)

M
−

∑
v∈N+

n,k(M)
f(ϕv)

k(M)

∣∣∣∣
=

∣∣∣∣
∑

v∈N+
n,k(M)

f(ϕv)

M
−

∑
v∈N+

n,k(M)
\N+

n,M
f(ϕv)

M
−

∑
v∈N+

n,k(M)
f(ϕv)

k(M)

∣∣∣∣
≤

∣∣∣∣ ∑
v∈N+

n,k(M)

f(ϕv)
( 1

M
− 1

k(M)

)∣∣∣∣+ k(M)−M

M
sup|f |

=
k(M)−M

M

(∣∣∣∣
∑

v∈N+
n,k(M)

f(ϕv)

k(M)

∣∣∣∣+ sup|f |
)

≤ c(f, δ)
q

ρn
,

(5.49)
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where in the last inequality we used (5.48) and the fact that k(M)−M ≤ q on (A′
n)

c. If
the right-hand side of (5.49) is smaller than δ/2, then together with (5.48), this implies
that Bn(f, δ, ρ)

c holds, implying (5.46) and thus (5.45).
To finish the proof of (5.32), we must choose n0 = n0(n) and q = q(n) so that (5.39)

applies and the left-hand sides of (5.43), (5.49) tend to zero. This is easily done by setting,
e.g., q(n) = n3/4 and n0 = n− n1/4. �

6. The Sn martingale

The remaining three sections of this paper are dedicated to proving Theorem 2.3. In
this section, we will introduce a martingale based on the depth-first traversal of a sequence
of copies of Co∩T+, and prove that it satisfies an invariance principle, see Proposition 6.1.
This martingale can be seen as an analogue to the Lukasiewicz path used to study critical
Galton-Watson trees. The second part of the section then demonstrates another two
scaling limit results, Proposition 6.8 and Proposition 6.10 which are both consequences
of Proposition 6.1.

To define the martingale, we consider an i.i.d. sequence T = ((T 1, ϕ1), (T 2, ϕ2), . . . )
where every (T i, ϕi) is distributed as (Co ∩ T+, ϕ|Co∩T+) under Px. To keep the notation
simple, we keep using Px for the probability measure associated with the whole sequence
T, and for v ∈ T i we write ϕv instead of ϕi

v. We further use oi to denote the root of T i,
and set N+,i

n = {v ∈ T i : d(oi, v) = n}. Note that |N+,i
n | has the same distribution as

|N+
n | which was studied in detail in the previous sections. In particular, we know that all

T i are a.s. finite.
Throughout this section, we use the notation for the parent p(v), direct descendants

desc(v), and siblings sib(v) of v ∈ T i relative to the rooted tree T i (not T), w � v means
that w is an ancestor of v, cf. below (3.1).

We now describe the depth-first traversal v = (v1, v2, . . . ) of T. It starts at the root of
T 1, that is v1 = o1, and then explores the tree T 1 in a depth-first manner. After visiting
all vertices of T 1, it proceeds to o2, explores T 2 in a depth-first manner, and so forth. vi
denotes the i-th vertex visited during this traversal. The notation v <v w indicates that
v precedes w in v (with ≤v representing the reflexive version). For any v ∈ ∪iT

i we write
Λ(v) to denote the index of the tree which v belongs to (that is v ∈ TΛ(v)). We define

(6.1) Λn = Λ(vn) and Hn = |vn| = d(vn, o
Λn),

that is Λn is the index of the tree which is explored at step n, and Hn is the “height” of
the n-th explored vertex. For every v ∈ ∪iT

i, we define the set Y (v) as the union of all
siblings of some ancestor of v that appear later in v than this ancestor itself, that is,

(6.2) Y (v) =
⋃
w�v

{u ∈ sib(w) : w <v u}.

With this notation we can introduce the key object of this section, the process

(6.3) Sn = χ(ϕvn)−
∑
i≤Λn

χ(ϕoi) +
∑

w∈Y (vn)

χ(ϕw), n ∈ N,

which is adapted to the filtration

(6.4) Hn = σ
(
(v, ϕv) : v ∈

n⋃
i=1

sib(vi)
)
, n ∈ N.
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The next proposition shows that Sn converges to a Brownian motion with variance
(6.5) σ2 = 〈χ,V〉/〈χ, 1〉,
where

(6.6) V(x) := Px

[( ∑
w∈N+

1

χ(ϕw)
)2]

− Px

[ ∑
w∈N+

1

χ(ϕw)
]2

= Varx

( ∑
w∈N+

1

χ(ϕw)
)
.

Here and below (Bt)t≥0 denotes the standard Brownian motion.
Proposition 6.1. For every x ≥ h∗, in Px-distribution w.r.t. the Skorokhod topology,

(6.7) lim
n→∞

( 1√
n
Sbntc

)
t≥0

= (σBt)t≥0.

We need a few preparatory steps to show this proposition. We start by proving that S
is a martingale.
Lemma 6.2. The process S is a H-martingale under Px.
Proof. We first show that

(6.8) Sk+1 − Sk = −χ(ϕvk) +
∑

w∈desc(vk)

χ(ϕw).

To this end we need to distinguish between several possible scenarios:
(1) If vk is not a leaf, that is desc(vk) 6= ∅, then vk+1 is the first child of vk, and thus

Y (vk+1) = (desc(vk)\{vk+1})∪Y (vk) where the union is disjoint. From this (6.8) follows.
(2) If vk is a leaf, that is desc(vk) = ∅, then there are three possible cases for vk+1: Either

it is the next sibling (with respect to <v) of vk, or the next sibling of some ancestor
of vk, or it is the root of the next tree in the tree sequence. In the first two cases,
Y (vk) = Y (vk+1)∪{vk+1} where the union is disjoint, and thus Sk+1 −Sk = −χ(ϕvk) and
thus (6.8) holds. In the last case, when vk+1 is the root of the next tree, both sets Y (vk)
and Y (vk+1) must be empty and Λk+1 = Λk + 1, which implies (6.8) also in this case.

From (6.8) and the branching process properties of ϕ it follows that

Ex[Sk+1 − Sk|Hk] = Ex

[
− χ(ϕvk) +

∑
w∈desc(vk)

χ(ϕw)
∣∣∣Hk

]
= −χ(ϕvk) + Eϕvk

[ ∑
w∈N+

1

χ(ϕw)
]
= −χ(ϕvk) + Lχ(ϕvk) = 0,

(6.9)

since χ is the eigenfunction of L (see (3.12)). This finishes the proof. �

The next four simple lemmas will be used to control the quadratic variation of S.
Lemma 6.3. For every k ≥ 1, with V as in (6.6),
(6.10) Ex[(Sk+1 − Sk)

2|Hk] = V(ϕvk).

Proof. By (6.8) the conditional expectation Ex[(Sk+1 − Sk)
2|Hk] equals

χ(ϕvk)
2 − 2χ(ϕvk)Ex

[ ∑
w∈desc(vk)

χ(ϕw)
∣∣∣Hk

]
+ Ex

[( ∑
w∈desc(vk)

χ(ϕw)
)2∣∣∣Hk

]
= χ(ϕvk)

2 − 2χ(ϕvk)Eϕvk

[ ∑
w∈N+

1

χ(ϕw)
]
+ Eϕvk

[( ∑
w∈N+

1

χ(ϕw)
)2]

.
(6.11)

From this the statement follows using (3.12) again. �
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Lemma 6.4. There is c <∞ such that V(x) < c for all x ≥ h∗.

Proof. Let {w1, . . . , wd} be the children of the root in T+. Since (ϕwi
)di=1 are indepen-

dent under Px and χ(x) = 0 for x < h∗, Varx(
∑

v∈N+
1
χ(ϕv)) = Varx(

∑d
i=1 χ(ϕwi

)) =∑d
i=1Varx(χ(ϕwi

)) = dVarY (χ(Y + x/d)), where Y ∼ N (0, σ2
Y ), see (3.4). Since χ is

Lipschitz on [h∗,∞) by (3.19), the statement follows. �

To state the next result, let Un be a random variable distributed uniformly on {1, . . . , n},
defined on the same probability space as the sequence T, independent of T. We write

(6.12) H∗
n = HUn and Λ∗

n = ΛUn ,

for the height and the tree index of a vertex chosen uniformly amongst the first n explored
vertices.

Lemma 6.5. For all x ≥ h∗,

(6.13) lim
u→∞

sup
n≥1

Px[H
∗
n ≥ u

√
n] = 0.

Proof. By Theorem 2.1 and Proposition 3.3, there is c(x) <∞ such that for all n ≥ 1,

(6.14) Px[N
+
n 6= ∅] ≤ c(x)

n
and Ex[Λn] ≤ c(x)

√
n.

To see the second inequality in (6.14), we note that by the independence of the trees T i

and Proposition 3.3, Px[Λn ≥ k] ≤ Px[|T i| < n, i = 1, . . . , k − 1] = Px[|T 1| < n]k−1 ≤
(1− c(x)n−1/2)k−1 and thus Ex[Λn] =

∑∞
k=1 Px[Λn ≥ k] ≤ c(x)−1n1/2 as claimed.

Since {H∗
n ≥ u

√
n} ⊆ {∃i ≤ Λn : N+,i

du
√
ne 6= ∅}, by a union bound,

(6.15) Px[H
∗
n ≥ u

√
n] ≤

∑
i≥1

Px

[
i ≤ Λn, N

+,i
du

√
ne 6= ∅

]
.

The events {i ≤ Λn} and {|N+,i
du

√
ne| > 0} are independent. Hence, using the first half

of (6.14), this is bounded by c(x)u−1n−1/2
∑

i≥1 Px[i ≤ Λn]. Since
∑

i≥1 Px[i ≤ Λn] =

Ex[Λn] ≤ c(x)
√
n, by the second half of (6.14), the claim follows. �

Lemma 6.6. For every δ > 0 and x ≥ h∗ there exists a sequence R(n) such that
limn→∞R(n) = ∞ and

(6.16) sup
n≥1

Px[H
∗
n ≤ R(n)] ≤ δ.

Proof. We will show that for every K <∞

(6.17) lim
n→∞

Px[H
∗
n ≤ K] = 0,

which implies the statement of the lemma.
For fixed K > 0, by definition of H∗

n,

(6.18) Px[H
∗
n ≤ K] = n−1

n∑
l=1

Px[Hl ≤ K] = n−1Ex

[ K∑
h=0

n∑
l=1

1Hl=h

]
.

Since
∑n

l=1 1Hl=h ≤
∑Λn

i=1|N
+,i
h | and thus

∑K
h=0

∑n
l=1 1Hl=h ≤

∑Λn

i=1

∑K
h=0|N

+,i
h |. More-

over, (
∑K

h=0|N
+,i
h |)Λn

i=1 are i.i.d. and with finite mean. Noting that Λn is a stopping time
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with respect to Gi = σ(T j : j ≤ i) and using Wald’s equation (see e.g. [Dur19, Theorem
2.6.2]),

(6.19) Px[H
∗
n ≤ K] ≤ 1

n
Ex

[ Λn∑
i=1

K∑
h=0

|N+,i
h |

]
=

1

n
Ex[Λn]Ex

[ K∑
h=0

|N+,1
h |

]
,

which by (6.14) converges to 0 as n→ ∞. �

The following law of large numbers will be important for the proof of Proposition 6.1.

Proposition 6.7. Let f be a bounded function and mf
n := n−1

∑n
i=1 f(ϕvi). Then

(6.20) lim
n→∞

mf
n = mf

∞ :=
〈χ, f〉
〈χ, 1〉

, in Px-probability.

Proof. Let

(6.21) N+,i
k,n = N+,i

k ∩ {v1, . . . , vn}

be the part of N+,i
k traversed in the first n steps, and let N∗

n = N
+,Λ∗

n
H∗

n,n
. We set

(6.22) m∗
n = |N∗

n|−1
∑
v∈N∗

n

f(ϕv).

Denoting by FT the σ-algebra generated by the sequence T = (Ti, ϕ
i)i≥1, it holds that

(6.23) mf
n = Ex[m

∗
n|FT]

(effectively, the expectation here is over Un only). To show the proposition it will thus be
sufficient to show that

(6.24) lim
n→∞

m∗
n = mf

∞ in Px-probability.

To see that this is indeed enough, note that since f is bounded m∗
n is dominated by a

constant. Hence, by the dominated convergence theorem, m∗
n → mf

∞ also in L2(Px). By
(6.23), since the conditional expectation is a contraction on L2(Px), mf

n → mf
∞ in L2(Px),

and thus in Px-probability as claimed.
To prove (6.24), we fix ε, δ > 0 and set

(6.25) An = {|m∗
n −mf

∞| > ε}.

We then fix C < ∞ such that Px[H
∗
n ≥ Cn1/2] ≤ δ/3 for all n ≥ 1, which is possible

by Lemma 6.5, and take R(n) as in Lemma 6.6, so that Px[H
∗
n ≤ R(n)] ≤ δ/3. Setting

Bn = {R(n) ≤ H∗
n ≤ Cn1/2}, it follows that for all n ≥ 1,

(6.26) Px[An] ≤ 2δ/3 + Px[An ∩Bn]
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We further set mi
h,n = |N+,i

h,n |−1
∑

v∈N+,i
h,n
f(ϕv) and Ai

h,n = {|mi
h,n −mf

∞| > ε}. Using the
definitions of Un and m∗

n, and then decomposing by possible values of Hk, Λk, we obtain

Px[An ∩Bn] =
n∑

k=1

Px[An ∩Bn|Un = k]Px[Un = k]

=
n∑

k=1

1

n
Px[A

Λk
Hk,n

, R(n) ≤ Hk ≤ Cn1/2]

=
1

n

Cn1/2∑
l=R(n)

n∑
i=1

Ex

[
1Ai

l,n

n∑
k=1

1{Hk=l,Λk=i}

]
.

=
1

n

Cn1/2∑
l=R(n)

n∑
i=1

Ex

[
1Ai

l,n

∣∣N+,i
l,n

∣∣],

(6.27)

where in the last step we used
∑n

k=1 1{Hk=l,Λk=i} = |N+,i
l,n |. To analyse the expectation on

the right-hand side, we define σ-algebras Gi = σ(T 1, T 2, . . . , T i) and set τi = |T 1|+ · · ·+
|T i−1| (which is Gi−1-measurable). Then, using that (T i, ϕi)i≥1 is an i.i.d. sequence,

Ex

[
1Ai

l,n
|N+,i

l,n |
∣∣Gi−1

]
= 1{τi≤n}Ex

[
1A1

l,n−τi

∣∣N+,1
l,n−τi

∣∣]
= 1{τi≤n}Ex

[
1Al,n−τi

|N+
l,n−τi

|
∣∣N+

l 6= ∅
]
Px[N

+
l 6= ∅],

(6.28)

where on the last line we omitted the superscript ‘1’ since N+,1
l,k has the same distribution

as N+
l,k. By Theorem 2.1, Proposition 3.8 and (6.14) there is a c = c(x) such that

(6.29) Px

[
N+

l 6= ∅
]
≤ cl−1, Ex

[∣∣N+
l

∣∣2 ∣∣N+
l 6= ∅

]1/2 ≤ cl, Ex

[
Λn

]
≤ cn1/2.

Further, for Bn(f, ε, ρ) as in Lemma 5.5, it holds that Al,k ∩ {|N+
l,k| ≥ lρ} ⊆ Bl(f, ε, ρ).

Therefore, choosing ρ = δ/(6Cc2) and decomposing on whether |N+
l,n−τi

| is larger than
lδ/(6Cc2), we obtain

Ex

[
1A1

l,n−τi
|N+,1

l,n−τi
|
∣∣N+,1

l 6= ∅
]

≤ lδ

6Cc2
+ Ex

[
1Bn(f,ε,ρ)|N+

l,n−τi
|
∣∣N+

l 6= ∅
]

≤ lδ

6Cc2
+ Ex

[
|N+

l |
2
∣∣N+

l 6= ∅
]1/2

Px

[
Bl(f, ε, ρ)

∣∣N+
l 6= ∅

]1/2
,

(6.30)

where in the last step we used the Cauchy–Schwarz inequality and |N+
l,n−τi

| ≤ |N+
l |.

Combining (6.28) and (6.30) with the first two claims in (6.29) we obtain

(6.31) Ex

[
1Ai

l,n
|N+,i

l,n |
]
≤

( δ

6Cc
+ c2Px

[
Bl(f, ε, ρ)

∣∣N+
l 6= ∅

]1/2)
Px[τi ≤ n].

Inserting this into (6.26), (6.27), we obtain that Px[An] is bounded by

(6.32) 2δ

3
+

1

n

( δ

6Cc
+ c2 sup

l≥R(n)

Px

[
Bl(f, ε, ρ)

∣∣N+
l 6= ∅

]1/2) bC
√
nc∑

l=R(n)

n∑
i=1

Px[Λn ≥ i],

Since R(n) diverges, Lemma 5.5 implies that the supremum in this formula tends to zero
as n→ ∞. By the last property in (6.29),

∑bC
√
nc

l=R(n)

∑n
i=1 Px[Λn ≥ i] ≤ C

√
nEx[Λn] ≤ Ccn.
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Therefore

(6.33) Px[An] ≤
2δ

3
+
(δ
6
+ Cc3o(1)

)
≤ δ

for n large enough. Since ε and δ are arbitrary, this shows (6.24) and with the initial
comment completes the proof. �

We are now ready to prove Proposition 6.1.
Proof of Proposition 6.1. We apply a martingale functional central limit theorem, see
e.g. [Dur19, Theorem 8.2.8]. To check its assumptions we need to show that

(a) limn→∞ n−1
∑n

k=1Ex[(Sk − Sk−1)
2|Hk−1] =

〈χ,V〉
〈χ,1〉 in Px-probability,

(b) limn→∞ n−1
∑n

k=1Ex[(Sk − Sk−1)
21{|Sk−Sk−1|>ε

√
n}] = 0.

Condition (a) follows from Lemma 6.3 and Proposition 6.7, using that V is bounded by
Lemma 6.4.

We now show (b). By the Cauchy–Schwarz inequality, Ex[(Sk−Sk−1)
21{|Sk−Sk−1|>ε

√
n}] ≤

Ex[(Sk − Sk−1)
4]1/2Px[(Sk − Sk−1)

2 > ε2n]1/2. By Lemmas 6.3, 6.4, Ex[(Sk − Sk−1)
2] ≤ c

uniformly in k and thus Px[(Sk−Sk−1)
2 > ε2n] ≤ cε−2n−1. Thus, to prove (b) it is enough

to show
(6.34) Ex[(Sk − Sk−1)

4] ≤ c

uniformly in k. By (6.8), Sk − Sk−1 =
∑

v∈desc(vk−1)
χ(ϕv)− χ(ϕvk−1

), and thus

Ex[(Sk − Sk−1)
4|Hk−1] = Eϕvk−1

[( ∑
v∈N+

1

χ(ϕv)− χ(ϕvk−1
)
)4]

= Eϕvk−1

[( ∑
v∈N+

1

χ(ϕv)− Eϕvk−1

[ ∑
v∈N+

1

χ(ϕv)
])4]

,

(6.35)

where we used that χ(ϕvk−1
) = Eϕvk−1

[
∑

v∈N+
1
χ(ϕv)] in the last line. We write N+

1 =

{w1, . . . , wd} and follow similar arguments as in the proof of Lemma 6.4, using that
χ(x) = 0 for x < h∗ and exploiting the independence of the ϕwi

, to obtain that (6.35) is
bounded above by cdEϕvk−1

[(χ(ϕw1)− Eϕvk−1
[χ(ϕw1)])

4]. Since χ is Lipschitz on [h∗,∞),
χ(ϕw1)−Ex[χ(ϕw1)] is sub-Gaussian, and thus Ex[(χ(ϕw1)−Ex[χ(ϕw1)])

4] ≤ c, where the
constant c only depends on d and the Lipschitz constant of χ but not on x. Statement
(6.34) then follows by taking the expectation of (6.35). �

6.1. Further invariance principles. We now prove several further convergence results
that are a consequence of Proposition 6.1 and which will be useful later.

Proposition 6.8. Let Bt be a standard Brownian motion, let L0
t be its local time at 0.

Then, as n→ ∞, in Px-distribution with respect to the Skorokhod topology,

(6.36)
(∑

w∈Y (vbntc)
χ(ϕw)

√
n

,
Λ(vbntc)√

n

)
t≥0

→
(
σ|Bt|,

σ

χ(x)
L0
t

)
t≥0
.

To show Proposition 6.8 from Proposition 6.1, we need the following lemma. It states
that (under scaling) the first summand in the definition (6.3) of Sn is negligible.

Lemma 6.9. In Px-distribution with respect to the Skorokhod topology,

(6.37) lim
n→∞

(χ(ϕvbntc)√
n

)
t≥0

= 0.
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Proof. As χ grows at most linearly (see (3.18)), it is enough to show that for any fixed
t > 0 and ε > 0,

(6.38) lim
n→∞

Px

[
max
i≤nt

ϕvi/
√
n > ε

]
= 0.

LetH(T i) = maxv∈T i H(v) denote the height of tree T i. For every j, k ∈ N, the probability
in (6.38) is bounded from above by

Px

[
max
i≤nt

ϕvi > ε
√
n, Λbntc ≤ j, H(Ti) ≤ k for i = 1, . . . , j

]
+ Px[∃i ∈ {1, . . . , j} : H(T i) > k, Λbntc ≤ j] + Px[Λbntc > j].

(6.39)

To show (6.38), we thus need to choose jn → ∞ and kn → ∞ so that all three summands
converge to zero.

We start with the first summand. Restricted to {Λbntc ≤ j} and {H(T i) ≤ k for i =
1, . . . , j}, maxk≤nt ϕvk is dominated by the maximum of all ϕv with v such that Λ(v) ≤ j
and H(v) ≤ k. Considering not only the maximum over the connected components of the
level set, but over the first k generations in j copies of the whole forward tree T+, this is
dominated by the maximum of jdk non-negatively correlated Gaussian random variables
with mean at most x and bounded variance. By Gaussian comparison techniques, the
mean of this maximum is of order x+ c

√
log jdk ≤ c

√
k log j for j, k large enough. Thus,

by the Markov inequality,

(6.40) Px

[
max
i≤nt

ϕvi > ε
√
n, Λbntc ≤ j, H(Ti) ≤ k for i = 1, . . . , j

]
≤ C

εn1/2

√
k log(j).

By a union bound, using Theorem 2.1, the second summand in (6.39) satisfies

(6.41) Px[∃i ∈ {1, . . . , j} : H(T i) > k, Λbntc ≤ j] ≤ c(x)j/k.

Finally, by the Markov inequality and (6.14), the third summand can be bounded by

(6.42) Px[Λbntc > j] ≤ c(x)
√
tn/j.

Setting now, e.g., jn = n2/3 and kn = n5/6, all three summands in (6.39) converge to 0 as
required. �

Proof of Proposition 6.8. We use the continuous mapping theorem together with the al-
ready established convergence statements. By Proposition 6.1, n−1/2Sbn·c → σB·, and by
Lemma 6.9, n−1/2χ(ϕvbn·c) → 0 as n→ ∞, in Px-distribution, in the Skorokhod topology.
Therefore

(6.43) n−1/2(Sbn·c − χ(ϕvbn·c)) = n−1/2
( ∑

w∈Y (vbn·c)

χ(ϕw)−
∑

i≤Λbn·c

χ(ϕoi)
)

also converges to σB· as n→ ∞. Next, note that

(6.44) inf
k≤n

{Sk − χ(ϕvk)} = inf
k≤n

{ ∑
w∈Y (vk)

χ(ϕw)−
∑
i≤Λk

χ(ϕoi)
}
= −

∑
i≤Λn

χ(ϕoi).

Therefore, setting Bt = infs≤tBs and using the continuous mapping theorem with the
map g(Xt) = (Xt − infs≤tXs,− infs≤tXs),

(6.45) n−1/2
( ∑

w∈Y (vbn·c)

χ(ϕw),
∑

i≤Λbn·c

χ(ϕoi)
)
→

(
σ(B· −B·),−σB·

)
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in distribution as n → ∞. By Lévy’s theorem (see, e.g., Theorem VI.2.3 in [RY99]), the
right-hand side of (6.45) has the same distribution as (σ|B·|, σL0

· (B)). Together with the
fact that under Px,

∑
i≤Λbntc

χ(ϕoi) = χ(x)Λbntc, this implies the proposition. �

Another consequence of Proposition 6.1 is the following scaling limit result for Sn

conditioned to reach a certain height on the first tree T1. To this end we define

(6.46) S̄n =

{∑
w∈Y (vn)

χ(ϕw) if n ≤ |T 1|,
0 if n > |T 1|.

Note that, up to an additive correction χ(ϕvn)− χ(x), S̄· is equal to S· restricted to T1.

Proposition 6.10. For y > 0, let (e≥y/σ)t≥0 be a Brownian excursion conditioned to
reach at least height y/σ. Then, in distribution under Px[ · | supk S̄k ≥

√
ny], with respect

to the Skorokhod topology,
(6.47) lim

n→∞

(
n−1/2S̄bntc

)
t≥0

= (σe≥y/σ)t≥0.

We omit the proof of this proposition as it would be identical to the proof of Proposi-
tion 6.13 in [Pow19], which itself follows [DLG02, Proposition 2.5.2].

7. Relation of Sn and Hn

The aim of this section will be to establish a connection between the martingale Sn and
the height process Hn (see (6.3) and (6.1) for definitions). This will be useful in the proof
of Theorem 2.3 in Section 8. Throughout the whole section, we only consider the field on
the first tree (T, ϕ) = (T 1, ϕ1) in the infinite tree sequence T = ((T 1, ϕ1), (T 2, ϕ2), . . . )
introduced in Section 6. As a consequence, we only consider S̄ introduced in (6.46) instead
of S. We will see that, approximately, S̄(v) ≈ H(v)/C1 with C1 as in (2.11).

Motivated by this, for η > 0 we say that v ∈ T is η-bad if

(7.1)
∣∣∣ S̄(v)
H(v)

− C−1
1

∣∣∣ > η.

Fixing in addition R > 0, we say that v ∈ T is (η,R)-bad if there exists a w ≺ v such
that H(w) ≥ R and w is η-bad. This means that v is (η,R)-good (i.e. not (η,R)-bad) if
all its ancestors in generations at least R are η-good. We set
(7.2) N (η,R)

n = {v ∈ N+
n : v is (η,R)-bad}.

The first main result of this section shows that this set is relatively small.
Proposition 7.1. For every ε > 0 and x ≥ h∗,

(7.3) lim
R→∞

sup
n≥R

Px

[ |N (η,R)
n |

|N+
n |

> ε
∣∣∣N+

n 6= ∅
]
= 0.

Proof. The proof follows a strategy similar to the proof of Proposition 6.17 in [Pow19],
with adaptations that are necessary in order to handle the unbounded domain in our
setting. For ε > 0, R > 0 and n ≥ 0 we define the event

(7.4) Eε
R,n =

{∑
v∈N+

n
χ(ϕv)1{v is (η,R)-bad}∑
v∈N+

n
χ(ϕv)

> ε
}
.

We first claim that it suffices to show that
(7.5) lim

R→∞
sup
n≥R

Px[E
ε
R,n|N+

n 6= ∅] = 0.
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To see that this indeed implies the lemma, we write

(7.6) |N (η,R)
n |

|N+
n |

=
|N (η,R)

n |∑
v∈N+

n
χ(ϕv)

·
∑

v∈N+
n
χ(ϕv)

|N+
n |

.

Therefore, for every δ > 0, the probability in (7.3) is bounded from above by

(7.7) Px

[ |N (η,R)
n |∑

v∈N+
n
χ(ϕv)

> δ
∣∣∣N+

n 6= ∅
]
+ Px

[ |N+
n |∑

v∈N+
n
χ(ϕv)

< δ/ε
∣∣∣N+

n 6= ∅
]
.

By Lemma 5.3 (with f = 1), the second probability tends to 0 as n → ∞ if δ = δ(ε)

is small enough. Since χ(x) ≥ χ(h∗) > 0 for every x ≥ h∗, it holds that |N (η,R)
n | ≤

c
∑

v∈N+
n
χ(ϕv)1{v is (η,R)-bad}, and thus

(7.8) Px

[ |N+,(η,R)
n |∑

v∈N+
n
χ(ϕv)

> δ
∣∣∣N+

n 6= ∅
]
≤ Px

[
E

δ/c
R,n

∣∣N+
n 6= ∅

]
,

which together with (7.5) implies the claim of the lemma.
We now prove (7.5). By first using the Markov inequality, and then Lemma B.2 with

k = 1 and Y (v1) = χ(ϕv1)1{v1 is (η,R)-bad}1{N+
n 6=∅}/(

∑
w∈N+

n
χ(ϕw)), it holds

Px[E
ε
R,n|N+

n 6= ∅] ≤ ε−1Ex

[∑
v∈N+

n
χ(ϕv)1{v is (η,R)-bad}∑
v∈N+

n
χ(ϕv)

∣∣∣N+
n 6= ∅

]
= ε−1Ex

[1{N+
n 6=∅}

∑
v∈N+

n
χ(ϕv)1{v is (η,R)-bad}∑

v∈N+
n
χ(ϕv)

]
Px[N

+
n 6= ∅]−1

= ε−1Qx

[χ(x)Px[N
+
n 6= ∅]−1∑

v∈N+
n
χ(ϕv)

1{σn is (η,R)-bad}

]
,

(7.9)

where, as defined in Section 3, σn is the vertex on the spine in the n-th generation. To
continue, we first show the following two claims:

(i) supn≥RQx[σn is (η,R)-bad] → 0 as R → ∞.
(ii) Set Zn = χ(x)Px[N

+
n 6=∅]−1∑

v∈N+
n

χ(ϕv)
. Then for all δ > 0, there exist R′, K > 0 such that

Qx[Zn1{Zn>K}] ≤ δ for all n ≥ R′.
Claim (i) will follow from the ergodic behaviour of the field along the spine (σn)n≥0

under Qx. Let sib<(v) = {w ∈ sib(v) : v <v w}. Then S̄(σn) =
∑

k≤n

∑
v∈sib<(σk)

χ(ϕv).
Recall that ξk := ϕ(σk). By conditioning on ξk−1, due to the fact that under Qx the spine
mark at generation k is uniformly distributed on descendants of its position at generation
k − 1 and that non-spine vertices behave as under Px,

Qx

[ ∑
v∈sib<(σk)

χ(ϕv)
]
= Qx

[
Qξk−1

[ ∑
v∈sib<(σ1)

χ(ϕv)
]]

= Qx

[1
2
Qξk−1

[ ∑
v∈N+

1 \{σ1}

χ(ϕv)
]]

= Qx

[d− 1

2d
Pξk−1

[ ∑
v∈N+

1

χ(ϕv)
]]

=
d− 1

2d
Qx[χ(ξk−1)].

(7.10)
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By Lemma 3.4 the invariant measure of the Markov chain (ξk)k≥0 under Qx is given by
χ(y)2ν(dy), so the last expression converges to C−1

1 as k → ∞. Claim (i) then follows
from an ergodicity argument.

To see (ii), note that again by Lemma B.2,

Qx[Zn1{Zn>K}] =
Px[1{Zn>K}1{N+

n 6=∅}]

P [N+
n 6= ∅]

= Px[Zn > K|N+
n 6= ∅].

≤ Px

[∑
v∈N+

n
χ(ϕv)

n
<

1

Kc

∣∣∣N+
n 6= ∅

]
,

(7.11)

where in the last inequality we used the fact that χ(x)Px[N
+
n 6= ∅]−1 ≥ c, by Theorem 2.1.

By Theorem 2.2, this converges to the probability that an exponentially distributed ran-
dom variable is smaller than (Kcx)

−1. It is thus straightforward to find K and R′ such
that the last probability is smaller than δ for all n ≥ R′, proving (ii).

Returning back to (7.9), its right-hand side is bounded by
Qx[Zn1{σn is (η,R)-bad}]

= Qx[Zn1{Zn>K}1{σn is (η,R)-bad}] +Q[Zn1{Zn≤K}1{σn is (η,R)-bad}]

≤ Qx[Zn1{Zn>K}] +KQ[σn is (η,R)-bad],
(7.12)

which together with (i) and (ii) implies (7.5) and concludes the proof. �

To state the second main result of this section, we introduce (enlarging the probability
space if necessary) random variables τ 1, . . . , τ k which under Px, conditionally on T , are
independent and uniformly distributed on {1, 2, . . . , |T |}. Using these random variables,
we define two k × k random matrices

(DS̄
n)i,j = n−1

(
S̄(vτ i) + S̄(vτ j)− 2S̄(vτ i ∧ vτ j)

)
(DH

n )i,j = n−1
(
H(vτ i) +H(vτ j)− 2H(vτ i ∧ vτ j)

)
,

(7.13)

where, as usual, (v1, v2, . . . ) denotes the depth-first traversal of T , and v ∧w denotes the
most recent common ancestor of v and w in T .

Proposition 7.2. For every k ≥ 1 and ε > 0,

(7.14) lim
n→∞

Px

[
‖C−1

1 DH
n −DS̄

n‖ > ε
∣∣N+

n 6= ∅
]
= 0,

where ‖·‖ denotes the Frobenius norm of k × k matrices.

To prove this proposition, we need two lemmas. The first one estimates from below the
size of T conditionally on {N+

n 6= ∅}.

Lemma 7.3. For every x ≥ h∗,

(7.15) lim
q→0

sup
n≥0

Px

[
|T | ≤ qn2|N+

n 6= ∅
]
= 0.

Proof. It will be sufficient to show that for every δ > 0 there exist q and n0 such that for
every n ≥ n0,

(7.16) Px[|T | ≤ qn2|N+
n 6= ∅] ≤ δ.

Indeed, since there are only finitely many n < n0, by decreasing the value of q, the
inequality (7.16) can be made true for all n ≥ 0. This then directly implies the claim of
the lemma.
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To show (7.16), observe that for every η > 0

Px[|T | ≤ qn2|N+
n 6= ∅]

≤ Px

[
|T | ≤ qn2, |N+

n | ≥ ηn|N+
n 6= ∅

]
+ Px

[
|N+

n | < ηn|N+
n 6= ∅

]
.

(7.17)

By Theorem 2.2, there is η > 0 small such that the second probability on the right-hand
side of (7.17) is bounded by δ/2 for all n large enough. It is thus sufficient to show that
for every δ > 0 and η > 0 there is n0 so that for all n ≥ n0

(7.18) Px

[
|T | ≤ qn2, |N+

n | ≥ ηn
∣∣N+

n 6= ∅
]
≤ δ/2.

Note first that
(7.19) Px

[
|T | ≤ qn2, |N+

n | ≥ ηn
∣∣N+

n 6= ∅
]
≤ Px

[
|T | ≤ qn2

∣∣|N+
n | ≥ ηn

]
.

Given {|N+
n | ≥ ηn}, let w1, . . . , wbηnc be the first bηnc vertices in N+

n , and let Tw be
the subtree of T rooted at w. Obviously, |T | ≤

∑bηnc
i=1 |Twi

|. Under P [ · ||N+
n | ≥ ηn], the

random variables |Twi
| are independent. Moreover, since w ∈ N+

n implies ϕw ≥ h∗, by
stochastic domination (3.5), for any u > 0,
(7.20) Px

[
|Twi

| ≥ u
∣∣|N+

n | ≥ ηn
]
≥ Ph∗

[
|Co ∩ T+| ≥ u

]
.

Denoting T ′
i , i ≥ 1, i.i.d. random variables distributed as |Co ∩ T+| under Ph∗ , it follows

that

(7.21) Px

[
|T | ≤ qn2

∣∣|N+
n | ≥ ηn

]
≤ P

[ bηnc∑
i=1

T ′
i ≤ qn2

]
.

By Theorem 3.3, T ′
i are in the domain of attraction of the 1/2-stable random distribution.

Therefore, n−2
∑

i≤bηnc T
′
i converges in distribution to a non-negative 1/2-stable random

variable (see e.g. [Fel71, Theorem XIII.6.2]). As a consequence, since the distribution of
this random variable has no atom at 0, for any δ, η > 0 there exists q small so that for
all n large enough the right-hand side of (7.21) is bounded by δ/2. This shows (7.18) and
completes the proof. �

The second lemma needed to show Proposition 7.2 studies the probability that a ran-
domly chosen vertex vτ1 is (η,R)-bad.

Lemma 7.4. Let V := vτ1 be a uniformly chosen vertex of T . Then, for every x ≥ h∗

and η > 0,
(7.22) lim

R→∞
sup
n≥R

Px

[
V is (η,R)-bad

∣∣N+
n 6= ∅

]
= 0.

Proof. For arbitrary positive constants q, h1 < h2, it holds
Px

[
V is (η,R)-bad

∣∣N+
n 6= ∅

]
≤ Px

[
|T | ≤ qn2

∣∣N+
n 6= ∅

]
+ Px

[
|T | > qn2, H(V ) < h1n

∣∣N+
n 6= ∅

]
+ Px

[
|T | > qn2, H(V ) > h2n

∣∣N+
n 6= ∅

]
+ Px

[
|T | > qn2, H(V ) ∈ [h1n, h2n], V is (η,R)-bad

∣∣N+
n 6= ∅

]
.

(7.23)

We will show that for every δ > 0 there are q, h1, h2 such that for every n ≥ 0 the first
three summands on the right-hand side are smaller than δ/3, and that for every fixed
q, h1, h2 the fourth one satisfies
(7.24) lim

R→∞
sup
n≥R

Px

[
|T | > qn2, H(V ) ∈ [h1n, h2n], V is (η,R)-bad

∣∣N+
n 6= ∅

]
= 0.
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This will imply the statement of the lemma.
Concerning the first summand, the fact that it is possible to choose q > 0 small so that

Px[|T | ≤ qn2
∣∣N+

n 6= ∅] ≤ δ/3 for all n ≥ 0 follows immediately from Lemma 7.3. From
now on we keep q fixed in this way.

For the second summand, it holds

Px

[
|T | > qn2, H(V ) < h1n

∣∣N+
n 6= ∅

]
≤ 1

Px[N+
n 6= ∅]

Px

[
|T | > qn2, H(V ) < h1n

]
≤ 1

Px[N+
n 6= ∅]

1

qn2
Ex

[ h1n∑
k=0

|N+
k |
]
,

(7.25)

where the last inequality follows from the fact that V is a uniformly chosen vertex of T ,
and thus on {|T | ≥ qn2},

(7.26) Px[HV ≤ h1n|σ(T )] = |T |−1

h1n∑
k=0

|N+
k | ≤

1

qn2

h1n∑
k=0

|N+
k |.

By Theorem 2.1, Px[N
+
n 6= ∅]−1 ≤ c(x)n, and, by Proposition 3.8, Ex[|N+

k |] ≤ c′(x) for all
k ≥ 0. Therefore, the right-hand side of (7.25) can be made smaller than δ/3 by choosing
h1 small.

For the third summand in (7.23), note that {H(V ) ≥ h2n} ⊂ {N+
h2n

6= ∅}, and thus

(7.27) Px

[
|T | > qn2, H(V ) > h2n

∣∣N+
n 6= ∅

]
≤ 1

Px[N+
n 6= ∅]

Px[N
+
h2n

6= ∅],

which can be made arbitrarily small by using Theorem 2.1 and choosing h2 large.
Finally, we show (7.24). Recall the notation from (7.2). Since V is a uniformly chosen

vertex of T , for arbitrary q, h1, h2, n, R > 0 and ε ∈ (0, 1), on the event {|T | ≥ qn2} it
holds that

Px

[
H(V ) ∈ [h1n, h2n], V is (η,R)-bad

∣∣σ(T, ϕ)] = 1

|T |

h2n∑
k=h1n

|N+,(η,R)
k |

=
1

|T |

h2n∑
k=h1n

|N+,(η,R)
k |
|N+

k |
|N+

k | ≤ ε+
1

qn2

h2n∑
k=h1n

1{|N+,(η,R)
k |/|N+

k |≥ε}|N
+
k |.

(7.28)

As a consequence, the probability in (7.24) satisfies

Px

[
|T | > qn2, H(V ) ∈ [h1n, h2n], V is (η,R)-bad

∣∣N+
n 6= ∅

]
≤ ε+

1

qn2

h2n∑
k=h1n

Ex

[
1{|N+,(η,R)

k |/|N+
k |≥ε}|N

+
k |
∣∣N+

n 6= ∅
]
.

(7.29)

By the Cauchy–Schwarz inequality, every summand in (7.29) is bounded by

(7.30) Ex

[
|N+

k |
2
∣∣N+

n 6= ∅
]1/2

Px

[
|N+,(η,R)

k |/|N+
k | > ε,N+

k 6= ∅
∣∣N+

n 6= ∅
]1/2

.

By Theorem 2.1 and Proposition 3.8, Ex[|N+
k |2 |N+

n 6= ∅]1/2 ≤ c(x)n. The second term
satisfies,

(7.31) Px

[ |N+,(η,R)
k |
|N+

k |
> ε,N+

k 6= ∅
∣∣∣N+

n 6= ∅
]
≤ Px

[ |N+,(η,R)
k |
|N+

k |
> ε

∣∣∣N+
k 6= ∅

]Px[N
+
k 6= ∅]

Px[N+
n 6= ∅]

.
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By Theorem 2.1, for k ≥ h1n, the fraction on the right-hand side can be bounded by a
constant c(x). Noting also that |N+,(η,R)

k | = 0 for R > k, we obtain that (7.29) is bounded
by

(7.32) ε+
1

qn2
c(x)n2(h2 − h1) sup

k≥R
Px

[ |N+,(η,R)
k |
|N+

k |
> ε

∣∣∣N+
k 6= ∅

]1/2
.

By Proposition 7.1, the supremum here converges to 0 as R → ∞. Since ε > 0 is arbitrary,
this shows (7.24) and completes the proof. �

We can now prove Proposition 7.2. The proof resembles the one of Proposition 6.21 in
[Pow19], with modifications required to account for the unbounded domain in our setting.

Proof of Proposition 7.2. It is enough to show the statement for k = 2. The general case
where k > 2 is then obtained by a union bound. In the case k = 2, since the matrices
are symmetric and the diagonal entries are zero, it is sufficient to control one off-diagonal
entry. To this end, for ε > 0 let Gn be the event

(7.33) Gn :=
{
|C−1

1 (DH
n )1,2 − (DS̄

n)1,2| > ε
}
.

In order to bound the probability of Gn, we will define events An(δ) (see (7.38)) satisfying
P [An(δ)|N+

n 6= ∅] ≤ δ and show that for n large enough and the right choice of δn → 0,
Gn is a subset of An(δn). This will imply the statement of the lemma.

In order to define the events An(δ) for δ > 0, we first fix M =M(δ) ≥ 1 so that

(7.34) lim
n→∞

Px[N
+
Mn 6= ∅|N+

n 6= ∅] ≤ δ/3,

which is possible by Theorem 2.1. We then set

(7.35) η = η(δ) := ε/(4M),

and, using Lemma 7.4 and the independence of τ 1 and τ 2, we fix R = R(δ) so that

(7.36) lim
n→∞

Px

[
vτ1 or vτ2 is (η,R)-bad

∣∣N+
n 6= ∅

]
≤ δ/3.

Next, we fix K = K(δ) such that

(7.37) lim
n→∞

Px[sup{χ(ϕu) : u ∈ ∪R
k=0N

+
k } ≥ K|N+

n 6= ∅] ≤ δ/3.

This is possible since the event in (7.37) is FR-measurable, and thus, by Proposition 5.2,
the left-hand side of (7.37) equals Qx[sup{χ(ϕu) : u ∈ ∪R

k=0N
+
k } ≥ K] (with Qx as

in Section 3.2). It is then straightforward to choose K large enough so that (7.37) is
satisfied. Finally, we define the events An by

An = An(δ) = {N+
Mn 6= ∅} ∪ {vτ1 or vτ2 is (η,R)-bad}

∪ {sup{χ(ϕu) : u ∈ ∪R
k=0N

+
k } ≥ K}.

(7.38)

By the choice of M , η, R, and K, it holds that limn→∞ Px[An(δ)|N+
n 6= ∅] ≤ δ. Therefore,

for sequences δn converging to zero sufficiently slowly, it also holds that

(7.39) lim
n→∞

Px[An(δn)|N+
n 6= ∅] = 0.

Next, we show that Gn ⊆ An(δn) for a well-chosen δn and large n. Let B(δ) = {H(vτ1 ∧
vτ2) > R}. We will show that for large enough n and a suitable choice of δn,

(7.40) Gn ∩ Ac
n(δn) ∩B(δn) = ∅ and Gn ∩ Ac

n(δn) ∩Bc(δn) = ∅.
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From this, it easily follows that Gn∩Ac
n(δn) = ∅, and thus, Gn ⊆ An(δn). Then, if δn → 0

sufficiently slowly, by (7.39),
(7.41) lim

n→∞
Px[Gn|N+

n 6= ∅] ≤ lim
n→∞

Px[An(δn)|N+
n 6= ∅] = 0,

which is sufficient to prove the statement of the proposition.
It remains to show the existence of δn such that (7.39) and (7.40) hold. By definition,

on Ac
n it holds

(7.42) H(vτ i) ≤Mn and
∣∣∣ S̄(vτ i)
H(vτ i)

− C−1
1

∣∣∣ ≤ η for i = 1, 2.

Thus, on Ac
n ∩ B it holds that R < H(vτ1 ∧ vτ2) ≤ Mn. Since vτ1 is not (η,R)-bad,

|S̄(vτ1 ∧vτ2)/H(vτ1 ∧vτ2)−C−1
1 | ≤ η. Together with (7.42), the definition of the matrices

in (7.13), and the definition of η, this implies

(7.43) |(DS̄
n)1,2 − C−1

1 (DH
n )1,2| ≤

1

n
4Mnη ≤ ε,

and thus Gn ∩ B ∩ Ac
n = ∅, proving the first half of (7.40). Next, on event Bc ∩ Ac

n

it holds H(vτ1 ∧ vτ2) ≤ R and sup{χ(ϕu) : u ∈ ∪k≤RN
+
k } < K. Therefore, S̄(vτ1 ∧

vτ2) ≤ KdR, and as a consequence |S̄(vτ1 ∧ vτ2) − C−1
1 H(vτ1 ∧ vτ2)| ≤ KdR + RC−1

1 .
We choose a sequence δn converging to 0 sufficiently slowly so that (7.39) is satisfied and
K(δn)d

R(δn)+1 +R(δn)C
−1
1 ≤ εn, and thus

(7.44) |(DS̄
n)1,2 − C−1

1 (DH
n )1,2| ≤

ε

2
+
K(δn)d

R(δn) +R(δn)C
−1
1

n
≤ ε

for n large. Hence, Gn∩Bc(δn)∩Ac
n(δn) = ∅ for such n, completing the proof of (7.40). �

8. Proof of Theorem 2.3

In this section, we prove Theorem 2.3, relying on Lemmas 8.1 and 8.2. The argument
follows the framework of random metric measure spaces, with key results originating
from [GPW09] and [ADH13]. The proof closely mirrors that of Theorem 1.1 in [Pow19,
Section 6.3.2], which itself builds on the aforementioned results.

Recall from Section 2 that e denotes a Brownian excursion conditioned to reach height
1. Also define ê to be (σC1) times a Brownian excursion conditioned to reach height
(C1σ)

−1, where the constants σ and C1 are given in (6.5) and (2.11), and write (Tê, dê)
for the real tree with contour function ê. By Brownian scaling, (Tê, dê) is isometrically
equivalent to (Te, de). Therefore, to show Theorem 2.3, it is enough to prove that if
(Tx,n, dx,n) is a random metric space whose law coincides with that of (Ch∗

o ∩ T+, d/n)
under Px[·|N+

n 6= ∅] then
(8.1) (Tx,n, dx,n) → (Tê, dê) as n→ ∞
in distribution with respect to the Gromov-Hausdorff topology.

It will prove useful to additionally equip (Tx,n, dx,n) and (Tê, dê) with measures and
work in the space of metric measure spaces which we will call X. For this purpose, we
equip (Tx,n, dx,n) with the measure µx,n which is the uniform measure among the vertices
in Ch∗

o ∩T+. We equip (Tê, dê) with the measure µê which is the uniform measure on [0, τ̂)
and τ̂ is the length of ê. We write P n

x for the law of (Tx,n, dx,n, µx,n) and Pê for the law of
(Tê, dê, µê), and use En

x and Eê for the corresponding expectations.

Lemma 8.1. For fixed x ≥ h∗, the family (Tx,n, dx,n, µx,n)n≥0 is tight with respect to the
Gromov-Hausdorff-Prokhorov metric.
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Proof. Fix x ≥ h∗. Our aim is to show that for every ε > 0 there exists a relatively
compact subset K ⊂ X (with respect to the Gromov-Hausdorff-Prokhorov metric) such
that
(8.2) inf

n≥0
P n
x [(Tx,n, dx,n, µx,n) ∈ K] ≥ 1− ε.

To do this, we define the relatively compact set (where the relative compactness follows
from Theorem 2.6 in [ADH13])

(8.3) KR,M =

{
(X, r, µ) ∈ X

∣∣∣∣ µ(X) = 1, diam(X) ≤ 2R, for all k ≥ 1, X can be
covered by fewer than 24kM balls of radius 2−k

}
and show that for ε > 0 there are R(ε) and M(ε) such that for K = KR,M , (8.2) is
satisfied. Define the events

Ax,n(R) = {diam(Tx,n) ≤ 2R} and(8.4)
Bδ

x,n(M) = {Tx,n can be covered with < δ−4M balls of radius δ}.(8.5)

Then, since µx,n(Tx,n) = 1, {(Tx,n, dx,n, µx,n) ∈ KR,M} = Ax,n(R) ∩ (∩k≥1B
2−k

x,n (M)), and
thus P n

x [(Tx,n, dx,n, µx,n) 6∈ KR,M ] ≤ P n
x [Ax,n(R)

c]+
∑

k≥1 P
n
x [B

2−k

x,n (M)c∩Ax,n(R)]. To see
(8.2), it is therefore enough to show that for M =M(ε) and R = R(ε) large enough
(8.6) P n

x [Ax,n(R)
c] ≤ ε/2 and P n

x [B
δ
x,n(M)c ∩ Ax,n(R)] ≤ δε/2,

for all δ > 0 and n ≥ 0.
We will first find a R(ε) such that the first equation of (8.6) is satisfied. Recall that the

law of (Tx,n, dx,n) under P n
x is that of (T, d/n) under Px[ · |N+

n 6= ∅]. Thus, P n
x [diam(Tx,n) ≥

2R] ≤ Px[|N+
Rn| > 0|N+

n 6= ∅], which by Theorem 2.1, is smaller than ε/2 for R(ε) large
enough. For such R(ε) the first part of (8.6) is valid.

Next, we will find a M(ε) such that also the second equation of (8.6) is met. We will
distinguish thereby between the cases where nδ < 1 and nδ ≥ 1. Assume first that nδ < 1.
Then, every δ-ball around a vertex v ∈ Tx,n only contains the vertex v itself. This means
that in this case Tx,n can be covered with < δ−4M balls of radius δ if and only if the
cardinality of Tx,n is < δ−4M . Therefore

(8.7) P n
x [B

δ
x,n(M)c ∩ Ax,n(R)] ≤ Px[|T | ≥ δ−4M |N+

n 6= ∅] ≤ Px[|T | ≥ δ−4M ]

Px[N+
n 6= ∅]

.

Using Theorem 2.1 and Proposition 3.3 this can be further bounded from above by

(8.8) C
δ2n√
M

≤ C
δ√
M
,

for some constant C, where we also used that by assumption δn < 1. Choosing some
M =M(ε) ≥ (2C/ε)2, the second equation of (8.6) is true for all n, δ with nδ < 1.

Next we consider the case nδ ≥ 1. Set bn,δ = bnδc and define the sets of vertices
Vj = {v ∈ N+

jbn,δ
: ∃w ∈ N+

(j+1)bn,δ
with v ≺ w} for j ≥ 0. We will show that on

(8.9) {diam(Tx,n) ≤ 2R} ∩
( 2Rn/bn,δ−1⋂

j=0

{
|Vj| ≤

Mbn,δ
2Rnδ4

})
(Tx,n, dx,n) can be covered with fewer than δ−4M balls of radius δ. Specifically, Tx,n
is covered by {Bδ(v)}v∈V , where V = ∪2Rn/bn,δ−1

j=0 Vj. To see this, note that since on
{diam(Tx,n) ≤ 2R} the height of Tx,n is trivially bounded by 2Rn and thus, for every
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v ∈ Tx,n there is a w ∈ Vj for some 0 ≤ j ≤ 2Rn/bn,δ − 1 so that dx,n(v, w) ≤ δ. Further,
it is clear that on (8.9) the cardinality of V is bounded by (2Rn/bn,δ)(Mbn,δ/2Rnδ

4) =
δ−4M . This shows the claimed covering property. To prove the second part of (8.6), it
thus suffices to show that for M =M(R, ε) large enough,

(8.10) Px

[ 2Rn/bn,δ−1⋃
j=0

{
|Vj| >

Mbn,δ
2Rnδ4

}∣∣∣N+
n 6= ∅

]
≤ δε/2.

By conditioning on Fjbn,δ
(recalling the definition of Fn from (3.20)) and using Theo-

rem 2.1 and Proposition 3.8,

Ex

[
|Vj|

]
= Ex

[
Ex

[
|Vj|

∣∣Fjbn,δ

]]
= Ex

[ ∑
v∈N+

jbn,δ

Pϕv [N
+
bn,δ

6= ∅]
]

(8.11)

= Ex

[ ∑
v∈N+

jbn,δ

Cχ(ϕv)b
−1
n,δ(1 + εbn,δ

(ϕv))
]
≤ q(x)b−1

n,δ(8.12)

for some function q(x) independent of n and δ. Therefore, by conditioning on {N+
n 6= ∅}

and using the Markov inequality and Theorem 2.1,

(8.13) Px

[
|Vj| >

Mbn,δ
2Rnδ4

∣∣∣N+
n 6= ∅

]
≤ 2Rnδ4

Mbn,δ

Ex[|Vj|]
Px[N+

n 6= ∅]
≤ q′(x)

2Rn2δ4

Mb2n,δ
,

where q′ is some other function independent of n and δ. This means that by a union
bound, the left-hand side of (8.10) is bounded from above by

(8.14) q′(x)
2Rn2δ4

Mb2n,δ
(2Rn/bn,δ) = q′(x)

4R2n3δ4

Mb3n,δ
=
q′(x)4R2δ

M

( nδ

bnδc

)3

.

Using that for x ≥ 1, 1 ≤ x/bxc ≤ 2, we see that by choosing M ≥ 64R2q′(x)/ε, the
right-hand side of (8.14) is bounded by δε/2. For such choices of M , (8.10) is satisfied.

Finally, first choosing R as described above and then M as the maximum of the two
M -values obtained for the cases nδ < 1 and nδ ≥ 1, gives (R,M) such that (8.6) is
satisfied. For such (R,M), (8.2) holds true for K = KR,M and the proof is finished. �

Lemma 8.2. For fixed x ≥ h∗,
(8.15) (Tx,n, dx,n, µx,n) → (Tê, dê, µê) as n→ ∞
in distribution with respect to the Gromov-Prokhorov metric.

Proof. By Corollary 3.1 in [GPW09], the convergence (8.15) holds true if and only if
(a) The family {P n

x }n≥0 is relatively compact in the space of probability measures on
X (with respect to the Gromov-weak topology).

(b) For every function Ψ : X → R of the form,

(8.16) Ψ((X, r, µ)) =

∫
ψ((r(xi, xj))1≤i<j≤k)µ

⊗k(d(x1, . . . , xk)),

where ψ : [0,∞)(
k
2
) → R is a continuous and bounded function, En

x [Ψ] → Eê[Ψ]
as n→ ∞.

Since convergence in the Gromov-Hausdorff-Prokhorov sense implies convergence in the
Gromov-weak sense, part (a) is implied by Lemma 8.1 and only part (b) is left to be
shown.
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To see (b), fix a function Ψ as described in (8.16) and recall the definition of DH
n from

(7.13). Note that dx,n(v, w) = n−1(H(v) +H(w)− 2H(v ∧ w)), and thus

(8.17) En
x [Ψ] = Ex

[
ψ(DH

n )
∣∣N+

n 6= ∅
]
.

By Proposition 7.2,

(8.18) lim
n→∞

(
Ex

[
ψ(DH

n )
∣∣N+

n 6= ∅
]
− Ex

[
ψ(DS̄

n/C
−1
1 )

∣∣N+
n 6= ∅

])
= 0.

Assume for now that also

(8.19) lim
n→∞

(
Ex

[
ψ(DS̄

n/C
−1
1 )

∣∣N+
n 6= ∅

]
− Ex

[
ψ(DS̄

n/C
−1
1 )

∣∣ sup
m
S̄m ≥ C−1

1 n
])

= 0.

By Proposition 6.10, limn→∞Ex[ψ(D
S̄
n/C

−1
1 )| supm S̄m ≥ C−1

1 n] = Eê[Ψ], and thus in
combination with (8.17), (8.18) and (8.19), it follows limn→∞En

x [Ψ] = Eê[Ψ], concluding
the proof.

It remains to prove (8.19). Since ψ is bounded, it is enough to show that
(8.20)

lim
n→∞

Px

[
N+

n 6= ∅
∣∣ sup

m
S̄m ≥ C−1

1 n
]
= 1 and lim

n→∞
Px

[
sup
m
S̄m ≥ C−1

1 n
∣∣N+

n 6= ∅
]
= 1.

Using that P [A|B] = P [B|A]P [A]/P [B], it is enough to show that

(8.21) lim
n→∞

Px[sup
m
S̄m ≥ C−1

1 n|N+
n 6= ∅] = 1 and lim

n→∞

Px[supm S̄m ≥ C−1
1 n]

Px[N+
n 6= ∅]

= 1.

Observe that for every δ > 0,

Px

[
sup
m
S̄m ≥ C−1

1 n
∣∣N+

n 6= ∅
]

≥ Px

[
sup
m
S̄m ≥ C−1

1 n
∣∣|N+

bn(1+δ)c| > 0
]Px[|N+

bn(1+δ)c| > 0]

Px[N+
n 6= ∅]

.
(8.22)

By Proposition 7.1, the first term in the product on the right-hand side converges to 1 as
n→ ∞, and the second term converges to (1+ δ)−1 by Theorem 2.1. This shows the first
convergence of (8.21). By Theorem 2.1, Px[N

+
n 6= ∅] ∼ χ(x)C1n

−1 as n → ∞. Therefore,
we are left to prove that

(8.23) lim
n→∞

Px[supm S̄m ≥ C−1
1 n]

χ(x)C1n−1
= 1

to conclude the second limit of (8.21). We will do this in a similar way as, e.g., in [LG05,
Section 1.4, p. 263].

Consider the depth-first traversal (v1, v2, . . . ) of the sequence of trees (T 1, T 2, . . . ). We
set S ′

n =
∑

w∈Y (vn)
χ(ϕw) and Si = supn S

′
n1vn∈T i for i ≥ 1 (so that supn S̄n = S1). Recall

that by Proposition 6.8,

(8.24) lim
n→∞

(S ′
bntc√
n
,
Λbntc√
n

)
t≥0

=
(
σ|Bt|,

σ

χ(x)
L0
t

)
t≥0
,

where the limit is in Px-distribution with respect to the Skorokhod topology. Defining
γr = inf{t ≥ 0 : L0

t > r} and τn = inf{t ≥ 0 : n−1Λbn2tc > 1} and using Brownian scaling,
this gives the joint convergence

(8.25) lim
n→∞

(( 1
n
S ′
bn2tc

)
t≥0
, τn

)
=

((
σ|Bt|

)
t≥0
, γχ(x)/σ

)
,
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and therefore also

(8.26) lim
n→∞

( 1
n
S ′
bn2(t∧τn)c

)
t≥0

=
(
σ|Bt∧γχ(x)/σ

|
)
t≥0
.

From this we deduce that for every y > 0, as n→ ∞,

(8.27) lim
n→∞

Px

[
sup
1≤i≤n

Si > ny
]
= Px

[
sup

t≤γχ(x)/σ

σ|Bt| > y
]
= 1− exp

(
− χ(x)

y

)
,

where the last equality is a consequence of excursion theory for Brownian motion (see e.g.
Chapter XII in [RY99]). By the independence of the trees T i (and thus the variables Si),
we also have that

(8.28) Px

[
sup
1≤i≤n

Si > ny
]
= 1−

(
1− Px

[
S1 > ny

])n
= 1−

(
1− Px

[
sup
m
S̄m > ny

])n

.

Combining (8.27) and (8.28) then gives

(8.29) Px

[
sup
m
S̄m > ny

]
∼ χ(x)

y
n−1 as n→ ∞,

which by setting y = C−1
1 concludes (8.23) and finishes the proof. �

We now present the proof of Theorem 2.3, which is identical to that of Theorem 1.1 in
[Pow19].

Proof of Theorem 2.3. Since convergence in the Gromov-Hausdorff-Prokhorov metric im-
plies convergence in the Gromov-Prokhorov metric, Lemma 8.2 characterizes subsequen-
tial limits with respect to the Gromov-Hausdorff-Prokhorov topology. Hence, we obtain
the convergence in distribution

(8.30) (Tx,n, dx,n, µx,n) → (Tê, dê, µê) as n→ ∞

with respect to the Gromov-Hausdorff-Prokhorov metric. Now, since Gromov-Hausdorff-
Prokhorov convergence further implies convergence in the Gromov-Hausdorff sense, claim
(8.1) follows, completing the proof. �

Appendix A. Properties of χ

We prove here that χ is Lipschitz continuous on [h∗,∞), as stated in (3.19). The proof
uses similar ideas as the proof of Proposition 3.1 of [AČ20].

Proof of (3.19). We will show that the derivative χ′ is bounded on [h∗,∞). Recall that
for x ≥ h∗ it holds χ(x) = d

∫
[h∗,∞)

χ(z)ρY (z − x/d) dz, where ρY is the density of the
Gaussian random variable Y . Differentiating this expression, using an integration by parts
and the fact that χ′(z) = 0 for z < h∗, we obtain that for x ≥ h∗

χ′(x) = −
∫ ∞

h∗
χ(z)ρ′Y

(
z − x

d

)
dz

=

∫
[h∗,∞)

χ′(z)ρY

(
z − x

d

)
dz + χ(h∗)ρY

(
h∗ − x

d

)
=: EY

[
χ′
(
Y +

x

d

)]
+ e(x).

(A.1)
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Defining e(x) = 0 for x < h∗, using that χ is increasing and thus χ′ ≥ 0, this equality can
be extended to inequality

(A.2) χ′(x) ≤ EY

[
χ′
(
Y +

x

d

)]
+ e(x) for all x ∈ R.

Similarly as in the proof of Proposition 3.1 in [AČ20], we obtain an upper bound on χ′ by
iterating (A.2) an appropriate amount of times. For this, let Y1, . . . , Yk be independent
Gaussian random variables having the same distribution as Y , and define Zi = Y1/d

i−1 +
Y2/d

i−2 + · · · + Yi. Note that Zi is a centred Gaussian random variable whose variance,
denoted σ2

i , is bounded uniformly in i. Then, by applying (A.2) k-times,

χ′(x) ≤ EY1

[
EY2

[
χ′
(
Y2 +

Y1 + x/d

d

)
+ e(Y1 + x/d) + e(x)

]]
≤ · · · ≤ E

[
χ′
( x
dk

+
Y1
dk−1

+
Y2
dk−2

+ · · ·+ Yk

)]
+ E

[ k−1∑
i=0

e
( x
di

+ Zi

)]
≤ E

[
χ′
( x
dk

+ Zk

)]
+

k−1∑
i=0

E
[
e
( x
di

+ Zi

)]
.

(A.3)

We now choose k = k(x) = blogd(x)c. Then the boundedness of the first summand can
be proved exactly in the same way as the boundedness of E[χ(x/dk +Zk)] in the proof of
Proposition 3.1 in [AČ20] (note that (d − 1) in [AČ20] corresponds to d in our setting),
one only needs to verify that χ′ ∈ L2(ν). This can be easily proved using (A.1) and the
facts ρ′Y (x) = −cxρY (x), L[χ] = χ and (3.18) which imply |χ′(x)| ≤ cL[χ2](x) + cx2 for
x ≥ h∗. From this χ′ ∈ L2(ν) follows from Proposition 3.2(b).

To bound the second summand on the right hand side of (A.3), we first observe that by
the choice of k(x) it holds that x0 := x/dk(x) ∈ [1, d]. With this notation, by rearranging
the sum,

(A.4)
k(x)−1∑
i=0

E[e(x/di + Zi)] =

k(x)−1∑
i=0

E[e(x0d
i + Zk(x)−i)].

Moreover, it is easy to see that for some constants c, c′

(A.5) 0 ≤ e(x) := 1x≥h∗χ(h∗)ρY

(
h∗ − x

d

)
≤ c′1x≥h∗e−cx.

Therefore,

(A.6)
k(x)−1∑
i=0

E[e(x0d
i + Zk(x)−i)] ≤ c′

∞∑
i=0

E
[
e−c(x0di+Zk(x)−i)

]
≤ c′

∞∑
i=0

e−cx0diec
2σ2

k(x)−i
/2,

which, since σ2
i are bounded and x0 ∈ [1, d], is clearly bounded uniformly in x ≥ h∗. �

Appendix B. Proof of the many-to-few formulas

We give here a proof of Proposition 3.5. Throughout the proof we use the notation
from Section 3.2. We start by introducing a useful standard martingale related to ϕ when
viewed as branching process.

Lemma B.1. For x ∈ R, n ∈ N, let
(B.1) ζ(x, n) := dnχ(x) and ζn := ζ(ξ1n, n).

Then, for every k ∈ N, (ζn)n∈N is a P k
x -martingale with respect to Fk

n .
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Proof. By definition of ζn, for n ≥ 1,
(B.2) d−(n−1)Ek

x [ζn | Fk
n−1] = dEk

x [χ(ϕσ1
n
) | Fk

n−1],

where σ1
n is the vertex carrying the first spine mark at level n. Conditionally on Fk

n−1, σ1
n

is uniformly distributed on desc(σ1
n−1) and independent of ϕ. Therefore, this equals

(B.3)
∑

v∈desc(σ1
n−1)

Ek
x [χ(ϕv) | Fk

n−1] = L[χ](ϕσ1
n−1

) = χ(ϕσ1
n−1

) = χ(ξ1n−1).

where in for the first equality we used (3.7) and the fact that χ(x) = 0 on (−∞, h∗), and
where the second equality follows from (3.10). The martingale property of ζn then follows
directly from this computation. �

Due to Lemma B.1, Lemma 8 of [HR17] can directly be applied to our process. We
restate it here for reader’s convenience, with very minor adaptations coming from the fact
that in our process every node has always d descendants (some of them might be in the
cemetery state).

Lemma B.2 (Lemma 8 in [HR17]). For any k ≥ 1, let Y be a Fk
n-measurable random

variable which can be written as
(B.4) Y =

∑
v1,...,vk∈S+

n

Y (v1, . . . , vk)1{σ1
n=v1,...,σk

n=vk},

where, for every v1, . . . , vk ∈ S+
n , Y (v1, . . . , vk) is a Fn-measurable random variable. Then

(B.5) Ex

[ ∑
v1,...,vk∈N+

n

Y (v1, . . . , vk)
]
= Qk

x

[
Y

∏
v∈skel(n)\{o}

ζ(ϕp(v), |v| − 1)

ζ(ϕv, |v|)
dlp(v)

]
.

We are now ready to give the proof of Proposition 3.5.

Proof of Proposition 3.5. Statement (3.26) follows directly from Lemma B.2 with k = 1
and Y (v1) = f(ϕv1). Indeed, since k = 1, there is only one mark on every level and thus
Y = f(ξ1n), skel(n) \ {o} = {σ1

1, . . . , σ
1
n}, and lp(v) = 1 for all v ∈ skel(n) \ {o}. Therefore,

by (B.5)

Ex

[ ∑
v∈N+

n

f(ϕv)
]
= Qx

[
f(ξn)

∏
v∈{σ1,...,σn}

(ζ(ϕp(v), |v| − 1)

ζ(ϕv, |v|)
d
)]

= Qx

[
f(ξn)

n∏
i=1

(χ(ξi−1)d
i−1

χ(ξi)di
d
)]

= Qx

[
f(ξ1n)

χ(x)

χ(ξn)

]
,

(B.6)

as claimed in (3.26).
Similarly, statement (3.27) is a consequence of Lemma B.2 with k = 2. We set

Y (v1, v2) = f(ϕv1)g(ϕv2). Then Y = f(ξ1n)g(ξ
2
n) and by (B.5),

(B.7) Ex

[ ∑
v,w∈N+

n

f(ϕv)g(ϕw)
]
= Q2

x

[
f(ξ1n)g(ξ

2
n)

∏
v∈skel(n)\{o}

ζ(ϕp(v), |v| − 1)

ζ(ϕv, |v|)
dlp(v)

]
.

To consider the possible structures of skel(n) \ {o}, set s = max{k : σ1
k = σ2

k} to be the
last time where the two spines agree. Note that due to the dynamics of marks under Q2

x,

(B.8) Q2
x[s = k] =

{
(d− 1)d−(k+1), if k ∈ {0, . . . , n− 1},
d−n, if k = n,
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and, by a simple computation,∏
v∈skel(n)\{o}

ζ(ϕp(v), |v| − 1)

ζ(ϕv, |v|)
dlp(v) =

∏
v∈skel(n)\{o}

(
χ(ϕp(v))

χ(ϕv)

1

d

)
dlp(v) =

χ(ξ1s )χ(x)

χ(ξ1n)χ(ξ
2
n)
ds.(B.9)

Therefore, (B.7) can be written as

Ex

[ ∑
v∈N+

n

f(ϕv)
∑
v∈N+

n

g(ϕv)

]
=

n∑
k=0

dkQ2
x[s = k]Q2

x

[
f(ξ1n)g(ξ

2
n)
χ(ξ1k)χ(x)

χ(ξ1n)χ(ξ
2
n)

∣∣∣∣s = k

]

=
d− 1

d

n−1∑
k=0

Q2
x

[
f(ξ1n)

χ(ξ1n)

g(ξ2n)

χ(ξ2n)
χ(ξ1s )χ(x)

∣∣∣∣s = k

]
+Q2

x

[
f(ξ1n)g(ξ

1
n)
χ(x)

χ(ξ1n)

∣∣∣∣s = n

]
.

(B.10)

By construction, under Q2
x, conditional on s = k, for times i = 1, . . . , k the processes ξ1i

and ξ2i are Markov chains which follow the same trajectory and have the same dynamics
as ξi under Q1

x. Further, for later times i = k + 1, . . . , n, they are independent Markov
chains distributed according to Qξ1k

. Therefore,

(B.11) Q2
x

[f(ξ1n)
χ(ξ1n)

g(ξ2n)

χ(ξ2n)
χ(ξ1s )χ(x)

∣∣∣s = k
]
= χ(x)Qx

[
χ(ξk)Q

2
ξ1k

[f(ξ1n−k)

χ(ξ1n−k)

]
Q2

ξ1k

[ g(ξ2n−k)

χ(ξ2n−k)

]]
,

and similarly

(B.12) Q2
x

[
f(ξ1n)g(ξ

1
n)
χ(x)

χ(ξ1n)

∣∣∣∣s = n

]
= χ(x)Qx

[f(ξn)g(ξn)
χ(ξn)

]
.

Combining (B.10)–(B.12) directly implies (3.27). �
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