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ABSTRACT. We continue the study of the level-set percolation of the discrete Gaussian
free field (GFF) on regular trees in the critical regime, initiated in [CL25]. First, we
derive a sharp asymptotic estimate for the probability that the connected component of
the critical level set containing the root of the tree reaches generation n. In particular, we
show that the one-arm exponent satisfies p = 1. Next, we establish a Yaglom-type limit
theorem for the values of the GFF at generation n within this component. Finally, we
show that, after a correct rescaling, this component conditioned on reaching generation
n converges, as n — 0o, to Aldous’ continuum random tree.

1. INTRODUCTION

The Gaussian free field’s level-set percolation, especially on Z?, is a significant model
in percolation theory that is characterised by its long-range dependencies. Initial investi-
gations into this model trace back to the 1980s, with pioneering studies [BLMS87, MS83,
LS86]. Over the last decade, renewed interest has been ignited by the findings in [RS13],
demonstrating that on Z¢, the model undergoes a distinctive percolative phase transition
at a critical threshold A* = h*(d) for any dimension d > 3. Follow-up research, including
papers [DRS14, PR15, DPRI18, Szn19, CN20, GRS22, PS22|, has provided a comprehen-
sive understanding of the model’s behaviour in both subcritical and supercritical phases,
often making use of additional natural critical points in order to work in strongly sub-
/super-critical regime. Notably, [DCGRS23] confirmed the alignment of these critical
points with A*, indicating a precise phase transition.

In this paper, we continue the study of level-set percolation of the discrete Gaussian
free field (GFF) on regular trees in the critical regime, building on the work initiated
in [CL25]. Our main contributions are threefold: First, we derive a sharp asymptotic
estimate for the one-arm probability. Second, we establish a Yaglom-type limit theorem
for the field at vertices located at distance n from the root. Finally, we show that the
connected component of the critical level set, conditioned to be large, converges to Aldous’
Continuum Random Tree. These results are stated precisely in Theorems 2.1, 2.2, and 2.3,
respectively.

The considered model was initially studied in [Sznl16] where the critical value h* was
identified in terms of the largest eigenvalue of a specific integral operator. Additionally, a
comparison with random interlacements was employed to establish bounds on A*, notably
demonstrating that 0 < h* < co. Subsequently, in [AC20], sub- and supercritical phases of
the model were studied in detail. The main results of this paper include the continuity of
the percolation probability outside the critical level h*, and accurate estimates on the size
of connected components of the level sets in both phases. Later, in our previous paper
[CL25], properties of the critical and the near-critical model were investigated. It was
proved there that there is no percolation at the critical point A*, and that the percolation

probability is continuous also at this point, with a precise asymptotics formula for this
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probability in the regime h 1 h*. Further, we provided rather precise estimates on the tail
of the size of the connected component at criticality. Here, we complement these findings
with further results concerning the model at the critical level h*.

As in [Szn16, AC20, CL25], we will strongly rely on the fact that the model admits a
representation as a branching process with an uncountable and unbounded type space.
For the critical single-type Galton-Watson process, analogous versions of Theorems 2.1
and 2.2 go back to Kolmogorov [Kol38] and Yaglom [Yag47]. In the more general case of
branching processes with a finite type space, similar results are also well known. General
scaling limits in the spirit of Theorem 2.3 were first introduced for critical Galton-Watson
processes in [Ald91], and later extended to branching processes with finite or countably
infinite types [Mie08, dR17]. More recently, [Pow19] shows a similar scaling limit result
in the setting of critical branching diffusion on bounded domains.

Recent advances in branching process theory have extended these classical results in
several important directions. [CTJP24] obtained refined convergence rates for Yaglom
limits in varying environments, providing Wasserstein metric bounds that may also be
useful for analyses in our unbounded type-space setting. [BDIM23] established Yaglom-
type theorems for branching processes in sparse random environments, an intermediate
framework that connects the classical Galton-Watson model with fully random environ-
ments. [BFRS24] proved a Yaglom-type theorem for near-critical branching processes
in random environments and further showed that, under survival conditioning, the ge-
nealogical structure of the population at a fixed time horizon converges to a time-changed
Brownian coalescent point process.

Due to the nature of the branching process appearing in our model (in particular
because its type space is uncountable and unbounded), no previous results are directly
applicable to our setting. In this article, we adapt and extend the strategy of [Pow19],
addressing the fundamental challenge of unbounded type spaces.

2. MODEL AND RESULTS

We start with the definition of the model. Let T be the infinite (d + 1)-regular tree,
d > 2, rooted at an arbitrary fixed vertex o € T, endowed with the usual graph distance
d(-,-). On T, we consider the Gaussian free field ¢ = (¢, )yer Which is a centred Gaussian
process whose covariance function agrees with the Green function of the simple random
walk on T (see (3.2) for the precise definition). We use P to denote the law of this process
on R”. For x € R, we write P, for the conditional distribution of ¢ given that ¢, = x,
(2.1) P[] = P[- | o = x].
(For an explicit construction of P,, see (3.4) and the paragraph below it.) Furthermore,
let 0 € T be an arbitrary fixed neighbour of the root o, and define the forward tree T by
(2.2) T" :={v € T: 0 is not contained in the geodesic path from o to v}.

We analyse the percolation properties of the (super-)level sets of ¢ above level h € R,
(2.3) EZ; ={veT: ¢, >h}.
In particular, we are interested in the connected component of this set containing the
root o,
(2.4) C":={v € T: v is connected to o in EZ}, h e R.
The critical height h* of the level-set percolation is defined by

(2.5) h* = h*(d) == inf{h € R: P[|C}| = oc] = 0}.



SCALING LIMITS FOR THE CRITICAL GFF 3

It is well known that h* is non-trivial and strictly positive (see [Sznl6, Corollary 4.5]).
Moreover, as proved in [Sznl6], h* can be characterized with the help of the operator
norms of a certain family of non-negative operators (Lj)ner acting on the space L?(v),
where v is a centred Gaussian measure with variance o2 = d/(d — 1). We provide more
details on this characterization in Section 3 below. Here, we only define \; to be the
largest eigenvalue of Lj and yj the corresponding normed eigenfunction, and recall that
h* is the unique solution to

(2.6) Ane = 1.

The scalar product on L?(v) will be denoted by (-, -).
We use N to denote the set of vertices in C* that are at a distance n from the root,

(2.7) N'={vech: dw, o) =n}.
and set
(2.8) NT = NP AT,

Since we almost exclusively deal with the critical case, we abbreviate y = Y4+, C, = C",
L= Ly, N, = N" and N;f .= NI"-*.

Our first result describes the exact asymptotic behaviour of the probabilities (condi-
tional and unconditional) that N,, and N, are non-empty, that is, that C, has diameter
at least n.

Theorem 2.1. For every x > h*, as n — o0,

(2.9) PN # 0] = Cix(z)n™ (1 + o(1)),
(2.10) PIN; # 0] = Ci(1,x)n (1 + o(1)),
where

(2.11) Cy = dZle <X21 =

If the event {N;7 # 0} is replaced by {N,, # 0}, the same results hold with Cy replaced by
Cy=Ci(d+1)/d.

In particular, Theorem 2.1 proves that the one-arm exponent of the critical level set,
defined by p = —lim,,_,o, logn/log(P[N, # 0]) (see, e.g., [Gri99, Section 9.1]) satisfies

(2.12) p=1.

This complements the values of two other important critical exponents for our model
given in [CL25, (2.22)], where it was shown that 6 = 2 and 8 = 1.

The one-arm probability and the associated critical exponent is an actively studied
quantity in several prominent percolation models. Notably, in the context of level-set
percolation of the GFF on the metric graph of Z¢, recent work has led to a detailed un-
derstanding of the one-arm probability across all dimensions. This includes the derivation
of bounds for d = 3 in [DPR25], for d > 6 in [CD25], and for the intermediate regime
3 <d<6in [CD24].

Our remaining main results consider the critical component conditioned on being large,
more precisely conditioned on the rare event { N7 # (0}. The first such result is a Yaglom-
type limit theorem for the GFF restricted to N,
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Theorem 2.2. For f € L*(v), n > 1, and x > h*, let ZJ*, resp. Z!, be a random
variable distributed as n=' Y5 v+ f(py) under the conditional measure Pp[- [N} # 0],
resp. P[-|N; # 0]. Let further Z be an exponential random variable with mean one.
Then, with Cy as in (2.11),

(2.13) le zZIv = ILm zZi =Cr N, 2 in distribution.

In the case of the critical single-type Galton-Watson process, results analogous to The-
orem 2.2 trace back to the classical work of Yaglom [Yag47]. For more general branching
processes with a finite type space, similar theorems are also well established; see, for
instance, [Mod71, Theorem 10.1] and other foundational texts in the branching process
literature. In recent years, Yaglom-type limits have been proven in various extended set-
tings. These include critical non-local branching Markov processes [HHKW?22], branching
Brownian motion with absorption [MS22], and branching diffusions in bounded domains
[Pow19]. Additionally, [GLLP22] establishes a Yaglom-type result for critical branching
processes in a random Markovian environment with finite state space.

Our third result concerns a scaling limit for the critical component C, N T+, viewed as
a metric space, under the conditional law P,[-|N, # ()]. To this end, let (T}, ., d, ) be
a random compact metric space whose law coincides with that of (C, N T™,n~*d) under
P.[-|N;f # 0] (recall that d denotes the distance on T). We show that the sequence
(Th.z, dp ) converges in distribution to a conditioned Brownian continuum random tree
(Ts, do), whose contour function e is a Brownian excursion conditioned to reach height at
least 1.

Theorem 2.3. For every x > h*, as n — oo,
(214> (Tn,:pa dn,m) — (Tea de)
in distribution, with respect to the Gromov-Hausdorff topology.

General scaling limits of critical Galton-Watson processes, in the spirit of Theorem 2.3,
were first introduced in [Ald91]. A corresponding result for critical multi-type processes
with finitely many types was established in [Mie08], and later extended to processes
with a countably infinite type space in [dR17]. More recently, [CKKM24] extended the
classical continuous random tree convergence to Galton-Watson trees evolving in a random
environment, where each generation has a random offspring distribution with mean one
and finite expected variance. In the context of critical branching diffusions, [Pow19] proves
an invariance principle under the assumptions of a bounded domain, finite second moment
of the offspring distribution, and an elliptic diffusion generator. However, for branching
diffusions in general (unbounded) domains, analogous results are not yet available (see
[Pow19, Question 1.8]).

Remark 2.4. Theorems 2.2 and 2.3 hold without any further change if the conditioning
therein is changed from P,[-|N;5 # 0] to P.[-|N, # 0]. For the sake of brevity, we refrain
from providing detailed proofs of these results.

We briefly discuss the organisation of this article. In Section 3, we collect relevant back-
ground on the GFF on regular trees along with the framework of branching processes with
spines. Section 4 presents the proof of Theorem 2.1. In Section 5, we prove Theorem 2.2
and, in a dedicated subsection, establish additional results for the model conditioned on
the event {N; # (}. Section 6 introduces an auxiliary martingale S,, and establishes
scaling limit results for this martingale and some related processes. Section 7 focuses on
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the “height process” H,, defined via the distance to the origin in a depth-first traversal of
C,NTT", and investigates its connection to the martingale S,,. Finally, Section 8 concludes
the article with the proof of Theorem 2.3, which combines topological arguments with the
results from Sections 6 and 7.

3. NOTATION AND USEFUL RESULTS

In this section we introduce the notation used throughout the paper and recall some
known facts about the level set percolation of the Gaussian free field on trees. We then
briefly present the formalism of branching processes with spines and apply it to our model.

As already stated in the introduction, we use T to denote the (d+1)-regular tree, d > 2,
that is an infinite tree whose every vertex has exactly d + 1 neighbours. For two vertices
v,w € T we use d(v,w) to denote the usual graph distance. The tree is rooted at an
arbitrary fixed vertex o € T, 0 € T denotes a fixed neighbour of o, and T* stands for the
forward tree, see (2.2). We set |v| = d(o,v) and write

(3.1) Sp={veT:|v]=n}, St=5,NT*
for the spheres with radius n centred at o. For every v € T\ {o} we use p(v) to denote its
parent in T, that is the only vertex on the geodesic path from v to o with |p(v)| = |v| — 1.

We write desc(v) for the set of direct descendants of v, and sib(v) = desc(p(v)) for the
set of its siblings, including itself. Finally, if w is an ancestor of v, that is w lies on the
geodesics from o to v, we write w < v.

Throughout the paper we use the usual notation for the asymptotic relation of two
functions f and ¢g: We will write f(s) ~ g¢(s) as s — oo if lims o f(5)/g(s) = 1,
f(s) = o(g(s)) as s — oo if limse0 | f($)|/g(s) = 0, and f(s) = O(g(s)) as s — oo if
limsup,_,.. |f(s)]/g(s) < co. We use ¢, ¢y, ... to denote finite positive constants whose
value may change from place to place and which can only depend on d. The dependence
of these constants on additional parameters is explicitly mentioned.

3.1. Properties of the GFF. We consider the Gaussian free field ¢ = (¢,)yer which is
the centred Gaussian process on T whose covariance function is the Green function of the
simple random walk on T,

1 o
(3.2) Elpypu] = g(v,w) == mEv [; 1Xk=w]7 v,we T,

where E, stands for the expectation with respect to the simple random walk (X})g>o on
T starting at v € T.

We frequently use the fact that the Gaussian free field on T can be viewed as a multi-
type branching process with a continuous type space (see [Sznl16, Section 3] and [AC20,
Section 2.1]). To this end, we define

d d+1
(3.3) o ] and oy = 0
and let (Y,),er be a collection of independent centred Gaussian random variables on some
auxiliary probability space such that Y, ~ N(0,02) and Y, ~ N(0,0%) for v # 0. We
then define another field ¢ on T by

(a> @0 = }/;)7

3.4
(34) (b) for v # o we recursively set @, = d '@y + Ya.
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As explained, e.g., in [AC20, (2.9)], the law of ($,),er agrees with the law P of the
Gaussian free field ¢. Therefore, we will always assume that the considered Gaussian free
field is constructed in this way and will not distinguish between ¢, and ¢ from now on.

Representation (3.4) of ¢ can be used to give a concrete construction for the conditional
probability P, introduced in (2.1): It suffices to replace (a) in (3.4) by ¢, = . In
addition, (3.4) can directly be used to construct a monotone coupling of P, and P,. As a
consequence:

(3.5) If x <y, then P, stochastically dominates P,

that is E,.[f(p)] < E,[f(¢)] for every bounded increasing function f : RT — R.

From the construction (3.4) it follows that the GFF on T can be viewed as a multi-type
branching process where the type corresponds to the value of the field ¢. The type of
the initial individual o of this branching process is distributed as Y,. Every individual
v in this branching process then has d descendants (d + 1 if v = o) whose types are
independently given by d 'y, + Y, with Y ~ N(0,0%). The branching process point of
view can be adapted to the connected component C" (defined in (2.4)) by considering
the same multi-type branching process but killing immediately all individuals with type
smaller than h (and not allowing them to have descendants themselves).

We now recall in more detail the spectral machinery introduced in [Sznl6] in order to
characterise the critical value h*. Let v be a centred Gaussian measure on R with variance

02 (as defined in (3.3)), and let Y be a centred Gaussian random variable with variance

0%.. The expectation with respect to this random variable is denoted by Ey. We consider
the Hilbert space L?(v) == L*(R,B(R),v), and for every h € R, define the operator L
acting on L?(v) by

Lulf)() = Vo) d By [ 1oy (Y + 5) 1 (Y + 5]

a
= ljpoo)(7) d fWoy (v — =) dy,
[h,00) ( d)

(3.6)

where py denotes the density of Y. From the branching process construction (3.4) of ¢,
it follows that

(3.7) Lh[f]@:):Ex[ 5 f(%)],

vGN{L”L

where N* is defined in (2.8). Iterating this expression one also obtains

(3.8 LZ[f](x)zEz{ > fw] nen.

veNfif’Jr

Finally, we let )\, stand for the operator norm of L; in L?*(v),

(3.9) Aw = 1 Lnl 20y 220)-
The following proposition summarises some known properties of the operator L; as well

as the connection between Lj; and the critical height A*.

Proposition 3.1 ([Sznl6] Propositions 3.1, 3.3, Corollary 4.5). For all h € R, L, is a
self-adjoint non-negative Hilbert-Schmidt operator on L*(v), N\, is a simple eigenvalue of
Ly, and there exists a unique x5, > 0 with unit L*(v)-norm, which is continuous, strictly
positive on [h, 00), vanishing on (—oo, h), and such that

(3.10) Lu[xn] = Mnxn.
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Additionally, the map h +— Ay, is a decreasing homeomorphism from R to (0,d) and h* is
the unique value in R such that A\~ = 1. Finally, for every d > 2,
(3.11) 0<h* < o0.

Combining Proposition 3.1 with (3.8) gives that for every n € N,

(3.12) E{ Z;+ xh(sow)] = Apxa(7).

We will require estimates on the norms of Lj[f], which follow from the hypercontrac-
tivity of the Ornstein-Uhlenbeck semigroup. For part (a) of the following proposition, we
refer to (3.14) in [Szn16] or (2.14) in [AC20]. Part (b) then follows directly from part (a)
in combination with generalized Holder’s inequality.

Proposition 3.2. (a) For every f € L?(v), he R, 1 <p<oo and ¢ < (p—1)d* + 1,
(3.13) L[l oy < dllfllog)-
(b) For every 1 <k < (d*+1)/2 and f1,..., fx € L*(v)

k
< dF N2
g = ill”f lz2)

The next proposition recalls known properties of the critical component C, from [CL25].

Proposition 3.3 (Theorem 2.1 and Theorem 2.3 in [CL25]). There is C' € (0,00) such
that for every r € R, as n — oo,

(3.14) Hf[Lh[m

(3.15) P.[|Co NTH| > n] = Cx(x)n 21 4 o(1)).
In particular, for every x € R,
(3.16) P.[|IC,NTY| = 0] = 0.

We will also need the following three properties of x, the first one is proved in Re-
mark 2.5 of [CL25], the second is a direct consequence of Proposition 3.1 in [AC20], and
the last one is proved in Appendix A:

) x — x(x) is non-decreasing,

3.17 i d i

(3.18) ar < x(z) <cx for all x > h* and some ¢y, ¢z € (0, 00),
(3.19) x +— x(z) is Lipschitz on [h*, 00).

3.2. Branching processes with spines. We now recall the machinery of branching
processes with spines which is frequently used in the theory of branching processes, and
specialize it to our model, in order to study the critical component C,. We then state
many-to-few formulas that express certain moments for the original branching process in
terms of the dynamics along the spines, see Proposition 3.5 below. Later, in Section 5.1,
we will see that the processes with spines can be used to describe the distribution of C,
conditioned on being infinite. The content of this section is mostly based on [HR17].

The main idea of the machinery is to designate several lines of descent in the branching
process, called spines. These spines are then used to introduce a certain change of measure,
under which the vertices on the spine exhibit modified branching behaviour, while the
non-spine vertices behave as in the original process.

For the construction, we need some notation. For x € R and k& € N, we first introduce
measures P¥ under which the behaviour of the field is the same as under P,, but in
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addition there are k distinguished spines. Formally, the measure P* is the distribution
of a (RU{t}) x{0,1,..., k}-valued stochastic process (¢, l,)ver+. This process assigns
to every v € T a field value ¢, € RU {t} (where { is a cemetery state) and a number
l, € {0,...,k} that represents the number of spine marks on v. Under P¥ | the law of
(oo )ver+ is a straightforward modification of the original measure P,, the only difference
is that we set ¢, = 1 for every v € C,. The random variables (l,),cr+ are independent of
the field values (¢,)yer+. The root node o has exactly k marks, [, = k. The remaining
random variables ([, )., are constructed recursively as follows: If a node v € T* carries j
marks, then each of its j marks ‘moves’ to one of its d direct descendants independently
uniformly at random. (Note that nodes in the cemetery state can carry marks.) As
consequence, under P¥ in every generation n, there are exactly k marks present, that is
Y e s+ by = k. We use PF also for the corresponding expectations.

For i = 1,...,k, we denote by o the node that carries the i-th mark in generation
n (that is |o},| = n), and set &, = ¢, to be its type. We also define skel(n) = {v €
T+ : |v| < n,l, > 1} to be the set of nodes of generation at most n having at least one
mark. We let F,, stand for the natural filtration of the branching process, and F* for the
filtration containing in addition the information about the k spine marks,

(3.20) Fo=0(p,:v €T |v|<n) and FF=a(p,,l,:ve T |v] <n).
Any f:R — R is extended to RU {t} by setting f({) = 0. Then, by definition of P*,

(3:21) B S se)| = | T 1)

veEN;T vesS;t

We now define another measure Q¥, where the nodes without a spine mark behave as
under P¥ but the nodes with a mark have a modified branching behaviour: Under Q¥
the movement of the marks, and thus the distribution of (I,),er+, is exactly the same as
under P*: If a node v carries k marks, each of the marks is given to one of its d direct
descendants independently uniformly at random. To describe the distribution of the field
¢ under QF, we first define a transition kernel (recall py from (3.6))

X() x
3.22 K, dy) =X Doy (y = 2 ) dy, > 'y R
(3.22) (z,dy) o) =y
Note that, by (3.6) and Proposition 3.1, for every = > h*, K(z,-) is a probability measure
with support [h*,00). Conditionally on the marks (I,).er+, the field (¢,)yer+ under Q%
is recursively constructed by

(a> SOO = .CC,

(b) If v # 0 and I, = 0, then ¢, = d " ¢, + Y, (as under PF).

(c) If v # o and [, > 1, then ¢, is K(pp(w), -)-distributed, independently of
previous randomness.

(3.23)

To simplify notation, we write @, instead of Q; in this case we also set o, = ol and
Note that, unlike under P*, under the measure Q* the nodes in the cemetery state
cannot carry any mark. Consequently, Q"-a.s., there are nodes not in the cemetery state
in every generation.
By construction, under Q¥ the process (& ),en recording the value of the field along
the i-th spine is a Markov chain with transition kernel C. This chain never enters the
cemetery state. The following lemma determines its invariant distribution.
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Lemma 3.4. The Markov chain (&,)nen with the transition kernel K has a unique in-
variant distribution m given by

(3.24) m(dr) = x(z)*v(dz).

Proof. We first show that 7 is invariant for . Comparing (3.6) and (3.22) yields that
K(z,A) = L{lax|(z)/x(x) for every x > h*. Therefore, writing the action of K on =
as inner product on L?(v), using that L is self-adjoint and x is its eigenfunction with
eigenvalue 1 (see Proposition 3.1),

(325) (WIC)<A> = <IC(7 A)a X2>V = <L[1AX]5 X>l/ = <1AX7 L[X]>l/ = <1AX7 X>I/ = W(A)a
which shows that 7 is an invariant measure. The uniqueness follows from the irreducibility
of (gn)nEN' 0

Next, we state several moment formulas that are frequently used throughout the paper.
Such formulas are well understood in the theory of branching processes, see, e.g., [HR17]
and references therein. The proof of the following proposition is based on Lemma 8 of
that paper and can be found in Appendix B.

Proposition 3.5. For all functions f,g : [h*,00) — R for which the expectations below
are well defined,

520 E[Y fe)] -0 [f(gn)ﬂ],

veNt X(gn)

(327) E| Y fle)glen)] = x(a

v, w€N+

[ (&) Q§k|: (& :Z)}ng [i(éz:lljﬂ
X(€n>

3.3. Asymptotic behaviour of the moments. The main result of this section is
Proposition 3.8 giving precise asymptotic estimates on the quantities appearing in (3.26),
(3.27). To prove them, we could, in principle, use this proposition together with the
known results on the convergence of Markov chains. However, it is easier, and for our
purposes slightly more practical, to use formula (3.8) together with L?-estimates on the
operator L.

Since L is a self-adjoint Hilbert-Schmidt operator (see Proposition 3.1), L?(v) has an
orthonormal basis consisting of the eigenfunctions {ej}r>1 of L corresponding to the
eigenvalues {\; }x>1. By Proposition 3.1 we may assume that 1 = Ay > |Xo| > |A3] > ...,
and e; = x. We set v = |\g| € (0,1). By decomposing f € L*(v) as

(3.28) F=> lew Pen =06 Hx+ D _lew e = (6 Fx + BLA,

E>1 k>2

+ x(x)@x[

for every n € N, it holds

(3829) L] = 3" Alen Pex = 06 Ax + 30 X ew Hex = (o F)x + LBIf)
E>1 k>2

with

(3.30) IL*BLAN < A" IBUAIN < A" LI

The following simple lemma will later be used to deduce the pointwise convergence
from the L?(v)-one.
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Lemma 3.6. There is a function q : [h*,00) — [0,00) such that for every x > h* and
feL*v)

(3.31) IL[f](@)] < I fllg().
Proof. Using the definition (3.6) of L and the Cauchy—Schwarz inequality,

L@l <d [ 1wl (v-5)au=a [ 1712 Doy

(3.32)
py (- —z/d)
<d 2 || —————— = 2,0q().
[paib? ) 0o () 120, £z ) (z)
By (3.3), 0, > oy. Using this one can easily check by a direct computation that ¢(z) < oo
for every x > h*. O

Remark 3.7. The same computation also shows that q(z) € L?(v), but we will not use
this fact.

We can now give the asymptotic estimates on moments appearing in Proposition 3.5.
Proposition 3.8. (a) For every f € L*(v), x > h*, and n € N,
(3.33) B 3 J(en)] = x@)(x. ) + eh(a),
vEN,’
where the error term ! satisfies (with q as in Lemma 3.6)
(3.34) lesll <"1 and  Jel(@)] < "I flla(2).
(b) For every f,g € L*(v), x > h*, and n € N

B[ Y fe)een)] — B[ Y fegle.)

(335) ’U,’LUEN: v;N;fl
= X(2) =6 % 9) 0 X + (@),

where the error term /9 satisfies
(3.36) lexell < Clflllgll and  el?(x) < [Iflllgllg(x)
with §(x) < Cla(x) + x(2)) < 0.

Proof. (a) By (3.8), the left-hand side of (3.33) equals L"[f]. Therefore, by (3.29), e/ =
L™[B[f]]. (3.30) then implies the first claim in (3.34). The second one follows from the
first one and Lemma 3.6.

(b) Combining (3.27) with (3.26) and (3.8), we obtain that

a3 B[ Y feelen)] = TS L an e () + L))

By (3.33), L™ *[f]L"*[g] = ({x, f)x + & _)((x, 9)x +£°_,) and thus, again by (3.33),
L [Ln_k[f]L”_’“ [g]] = (x, " F[f)L"F[g])y + el VI
(3.38) = (<><, 06D 06X + 06 H06XE L) + 069 06 xel L)

+ (bt )x el T
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Note also that the L"[fg](x) summand in (3.37) equals E,[>, . n+ f(#0)g(0)]. Therefore,
the error term in (3.35) satisfies

el (x) = % i (((X, PO6XEL_L) + 009 06 xEL_) + (el _iel_)) x(x)

+ 8]?H“[J”]L’“k[y] ($)>

To bound this expression, note that [{(x, f)| < |If]l and [{x,xg2_ ) < X322 <
Cy"*||g||, by part (a). Therefore, the first summand in (3.39) satisfies | (x, f)(x, xe?_,)| <

Cy*F 1 £llgll- Analogously, |(x,g)(x,xel )| < Cy* *|fllllgll. To estimate the third
summand, we observe that by (3.33) e/ _, = L**[g[f]]. Therefore, using Proposi-
tion 3.2(b), le]_, 0|l < el 2%,y and thus

(3.40) (0 ehoreioe) < Cllehallliel il < @D £l

Finally, for the fourth summand, using again Proposition 3.2(b) and part (a), since the
operator norm of L equals 1,

Lnfk Lnfk n— n—
ler™ VIR < R LR LR )|
< AL AL gl < et f gl

Taking the norm in (3.39) and making use of the above estimates yields

(3.39)

(3.41)

n—1
(3.42) b2l < ClLAg D (= + 727+ +4%) < ClifIlgl,
k=0

since v < 1. This establishes the bound on ||g/9]|.
To establish the claimed pointwise bound for |e/9(x)|, observe that by part (a), we

n—k n—k .. .
have |of T @) < F L F AL H(glllg(x) < CF|£]llgllg(x). Combining this
with (3.39) and the previously derived bounds on the inner products appearing there, we
easily conclude. 0

4. PROOF OF THEOREM 2.1

In this section we prove Theorem 2.1 which describes the tail behaviour of the diameter
of the critical cluster. We also show several estimates that will later be used in the proof
of Theorem 2.2.

Let F be the set of all non-increasing functions f : R — [0,1). For every f € F and
n € N, we introduce

(4.1) ul (z) = Ee [1{1\@#@}(1 — [lueny flew)], for x > h*,

0 for x < h*.
Note that uf(z) € [0,1] and by (3.5) it is increasing in z. Taking f =0,
(4.2) W () = PN} 0],

which explains the relevance of this definition for the proof of Theorem 2.1.
We will use the following inequality, which often allows us to consider the special case
f =0 only: For every f € F

(4.3) up (@) (1= f(17)) < wl(x) < up(x).
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Indeed, the second inequality follows directly from the definition of u/, since f > 0. To

n’

see the first one, note that since f is non-increasing, [[,cn+ f(¢y) < f(h*) when N;f # 0,

and thus o1y (1= Tens F0u))] 2> Eullns (1 = f(RF)] = (1 = f(h*))up) ().
Similarly to (3.28) we decompose u/ as

(4.4) up, = (O up)x + Bluy]
and define af := (x,u!) and b/ := ||B[uf]|, so that
(4.5) lunll® = (af)® + (b7)%

Due to (4.2), in order to show Theorem 2.1, we need precise asymptotic estimates on a;
and b/. These will be proved step by step in the following several lemmas. The theorem
is then shown at the end of the section.

By Proposition 3.3, P,[|C, N T*| = oo] = 0. Therefore, P,[N,” # 0] — 0 as n — co. As
a consequence, using also (4.3), for every f € F,

(4.6) ul (z) = 0 as n — oo, pointwise and thus in L?(v).

n

As a consequence, for every f € F,

(4.7) lim af = lim b/ = 0.

n—0o0 n—o0

The following lemma provides a basic recursive relation for uf, based on the branching
process representation. This relation will be important to obtain a more precise descrip-
tion of the asymptotic behaviour of a/ and b/ as n — oc.

Lemma 4.1. For every non-increasing f : R — [0,1) and n € N,

(4.8) wl(z)=1— (1 - éL[uﬁi_J(m))d for z € R.

As a consequence,

(4.9) uf () = Lluj,_,)(x) = g(Lluj,_4](2)),

with g(z) =1 —x — (1 —d*x)%. This function satisfies, for c,co € (0,00),
(4.10) 1’ < g(x) < cox® for all x € 10, 1].

Proof. For x < h*, both sides of (4.8) are trivially zero by definition of u{ and L. For
x > h*, by the branching process construction of ¢, recalling F,, from (3.20), for ng < n,

| T #0)|Fa) = T1 | TI #(00)]

vEN,T vENS, weN;_
(4.11) =11 (1—% [1— 11 f(cpw)D
UEN:—O wEN:7n0
= H (1 - U{Lfng(gpv))'
UENTJ[O

Therefore, setting ng = 1,

(412) @) =B 1-E| [T fea|A|| =1-8] TT (1 —ule)].

veEN,T vEN;
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Using the conditional independence of the (p, : v € S) given ¢, = z, and the fact that
uf (r) = 0 for z < h*,

@13) B[ [T 0 —wlaaen)] =8| IT (- uloite)] = TT Bl — ulie)]
veN ves;t veS;

Using (3.7), Ey[ul_,(0,)] = d'L[u_,)(x) for every v € S;. Together with (4.12) and

(4.13), this proves (4.8) and (4.9). Inequality (4.10) is proved in [CL25, Lemma 5.3]. [J
The following lemma provides a rough lower bound for v2 and a®.

Lemma 4.2. There exists a constant ¢ > 0 such that for alln > 1

(4.14) ||| > a > en™t.

Proof. The statement will follow if we show

(4.15) 0 < g(x)n™ <ul(z) foralln >1

for some non-trivial function g : R — [0,1]. To show (4.15) we use the estimate on
the volume of C, from Proposition 3.3. By this proposition and (3.5) there is a positive
constant ¢; such that, for all m > 1 and x > h*,

(4.16) P[|CoNTY| > m] > eym ™V,

Since [C, N T*| = 37,-0| Ny |, this implies for all m,n > 1

@) am < RSN > m N = 0] + RSNG| > m N £ 0
k>0 k>0
n—1

(4.18) ng[Z\N,ﬂ >m} + BNT £10].
k=0

By the Markov inequality, P[> p—o|N;| > m] < = 37070 E,[|N,7|], where, by Proposi-
tion 3.8, E,[|N,"|] < ca(z) for some z-dependent constant co(z) > 0. Thus,

(4.19) am™V? < CQ(x)ﬁ + B[N # 0.
m
Recalling (4.2) and choosing m = |§?n?| with & = 2c;ce(z) 7!, it follows that

2
a n~t foralln>1,

(4.20) up () >

showing (4.15) and thus the lemma. O
The next lemma gives upper bounds on a/ and b/.

Lemma 4.3. There is ¢ < oo such that for every f € F and n > 1

(4.21) al <en! and bl <en2

Proof. To prove the first statement in (4.21) we recall the recursive relation (4.9) and
project it on span{x}. Using (x, L[uf{]) = {x,u!) = af, and the lower bound on g
from (4.10), this yields

(4.22) ahir = (G un) = (06 Llup)) = (6 g(LIuf])) < af = ei{x, L[ul]?).
By Proposition 3.1 and (3.17), x(z) > ¢ > 0 for all z € [h*,o0). Hence, {x, L[uf]?) >
c(1, Lluf]?) = c||L[uf]||* > c(af)?. Applied to (4.22), this gives

(4.23) al .y < al —cal)”
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This implies that a/ is decreasing in n and, after rearranging, also

f_,f f_f

ajl, —a a a 1 1

(424) c S n+1 S nf n}l—l _ - . _f
( ) an+1an an—l—l an

Summing this over n running from 0 to n — 1 yields

(4.25) cn Z‘i (

proving the first part of (4.21).
To prove the second part we project (4.9) onto the orthogonal complement of span {x}
and take norms. With the triangle inequality, this gives

(4.26) b < LI+ 18[9 (Ll DI

By (3.30), [IBILIA]I = ILIB]lIl < ~IBuf]ll = ). By the upper bound of g
from (4.10) and Proposition 3.2, since § is a projection, ||Blg(Lu{])]|| < llg(Lul])|] <
ol LIud || < cf|ul||>. Applied to (4.26), this gives

(4.27) bl < bl 4 cl[ul]? = 4bf + c(al)? + c(b])2.

Taking now f = 0, since b — 0 as n — oo, there is 7/ € (7,1) and n’ < oo such that
Y02 + ¢(b0)2 < A'BY for all n > n'. Together with the first part of (4.21), this implies

(4.28) b) 1 <Ab)+cen? forn>n.

Applying this recursively yields
(4.29) by <Y (VB Fe(n—1)")4en > <o < ()T e Y ()

For n > 2n/, by splitting the sum at k = n/2, using also that 8% < 1 for all n, this can be
bounded by ¢(/)"? + ¢(n/2)~2 < cn™?, proving the second half of (4.21) for f = 0.

For a general f € F, by (4.3) and the already proven statements, ||uf|? < ||u®]?> =
(a®)? 4 (b2)? < en~2. Inserting this into (4.27) gives

(4.30) by <AL+ en”?,
which looks like (4.28). The second part of (4.21) for general f € F then follows by the
same arguments as for f = 0. U

When f € F is fixed, Lemmas 4.2 and 4.3 show that lim,,_, v/ /||uf]| = x in L?(v) and
c < n|luf]] < . In the special case f = 0, this is almost sufficient to prove Theorem 2.1,
we only need to improve the estimate on ||Juf||. In contrast, in the proof of Theorem 2.2 we
will need to consider functions f varying with n. There our estimates are not sufficient,
since the lower bound in Lemma 4.2 holds only for f = 0 and cannot be true uniformly
over f € F. We now provide tools allowing us to deal with this case as well.

As it turns out, it is enough to prove the uniformity over a certain family of non-
increasing functions. Specifically, let

(4.31) F={fA:Ae0,00)}CF,

where

(4.32) fo=0 and fi(z):=exp ( - @) for A > 0.
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To simplify the notation, we define (recall (4.1), (4.4))
(4.33) up =), gy =al =(euy), by =bP =Bl

The first preliminary step in proving the uniformity over [ is the following lemma. In
the special case A = 0, this already follows from Lemmas 4.2 and 4.3.

Lemma 4.4. There is a constant ¢ < oo so that
(4.34) W <ca) and |u}|| <ca} foralln € Ny and X > 0.

n

Proof. As the case A = 0 already follows from Lemmas 4.2 and 4.3, it is enough to show
(4.34) with A > 0 replaced by A > 0.
By (4.27) from the proof of Lemma 4.3,

(4.35) brsr < 900 + cllun,
with ¢ that is uniform over f € F. An iterative application of this inequality yields

(4.36) e N i (177 |
=0

To continue, we argue that
(4.37) |u|| < A™' for every I € Ny, A > 0.

Indeed, by Lemma 4.1, u;, () < L[up](x). Applying this recursively, taking norms, and
using that the operator norm of L is one, we obtain

(4.38) lll < 12Tl < llugl.

Moreover, since by definition 0 < u) = 1 — exp(—=A"1x) < A1y, we know that ||Juy| <
A Yx| = A7, Together with (4.38), this shows (4.37).
Since also b) < [Jup| < A7!and v < 1, (4.36) and (4.37) imply

(4.39) bpoy <A"AT e
On the other hand, by Lemma 4.3, b} < cn™2, and thus
1
(4.40) b} < cmin ('y”/\_1 + A2 ﬁ>
Since 1 — fy(h*) > cA™!, (4.3) implies that
(4.41) ay = (up, x) = (1= fa(h")(up, x) = eA7lap > ed™'n 7,

where the last inequality follows from Lemma 4.2. Therefore,

p cemin ("N A2 n? A
(4.42) é < O e ) < cmin (cv”n + %, ﬁ) <y"n+e,
which is bounded from above by some constant ¢ independent of A or n. This proves the
first statement. The second follows from the first one and [[u}||* = (a})? + (b))2. O

A

We now improve the result of Lemma 4.4 and show that b} = o(a)

), uniformly in A.

Proposition 4.5. Uniformly over A > 0,
(4.43) lim n L2(v)
. im = in L*(v).
wvee ()
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Proof. The proof consists of two steps. First we show that, for a suitable choice of ng(n),
which slowly diverges with n,

Y
(4.44) i — x in L*(v) as n — oo, uniformly in A > 0.

<X7 U?Lfno (n) >

A

~) — 1 as n — oo uniformly in

In a second step, we then show that (x, u;\l_no(n)>/(x,u
A > 0, implying the claim of the proposition.

By (4.11) from the proof of Lemma 4.1,

u)(z) = B, [EI [1 - H Falew) FnOH =F, [1 - H (1- u;:_no(gov))}

UENJr UEN+

[Zu U}—E;,;[H(l—u gpv —1+Zu v}

veENS, vEN, vENL,

(4.45)

By Proposition 3.8(a), the first expectation on the right-hand side satisfies

(4.46) Ee| 3w aylou)] = X(@)00 @) + eh ™ (2)

uEN+

with [lenr "0l < A lug -
To estimate the second expectation we need the following inequality: For any finite
index set I and a; € [0,1], 1 € I,

1
el i€l i#jel

This inequality follows easily from Bonferroni inequalities for independent events A; with
P(A;) = a;. Indeed,

(4.48) 1= (1= a) = P(UicsAi) <> P(A) =D a;
el i€l 1€l
implies the lower bound in (4.47), and

(4.49) 1-JJ(1—a)) = P(Uies Ai) > ZP(A,-)—% > P(AN4) Zal—— > aia,

i€l el i#jel i€l i#jel

implies the upper bound. Inequality (4.47) and Proposition 3.8(b) imply

OSE[H(l—u gpu —1—|—Zu u]

(4.50) ueENS, uENL,

< ex(@) (X, up_ny) 2 (X Xm0 + EpT 0 (2),

with |37 | < Cllup_, [1*

n—ng
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Dividing (4.45) by (x,u;_,.) and combining it with (4.46) and (4.50), we obtain

n—no
[
) — X
(X Up )
B O D S S @ L) N ol
= touig () )
(451> ) |’r no || ) n—no || ) n||7’b0
< o IO el X)X )0 + e |
<X7 n n0> ’ <X’unin0> i
<™+ b6 +—
- n — no n_nO’

where in the last inequality we used that ||u)||/(x, u}) is uniformly bounded by Lemma 4.4,
and both (x,u}) and |[u}|| are uniformly bounded above by cn™! by Lemma 4.3. This
establishes (4.44) with, for example, ng(n) = |log(n)].
Next we show that (4.51) also implies
‘ (v )
)
<X’ un—no(n)>
To see this, we use that 1 = (x, x) and [{x, /)| < ||f|| to get

(4.52) - 1‘ — 0 as n — oo, uniformly in A > 0.

O R R RPN I w o
< u)\ > - < u)\ > X5 X - X7< u)\ > X
(453) X5 n—no(n) X5 n—mno(n) X5 n—no(n)
S0 x|
” (X, uf{_no(n)>

which by (4.51) converges to zero uniformly in A. This shows (4.52), which together with
(4.44) finishes the proof. O

Using the hypercontractivity of L from Proposition 3.2, it is easy to slightly improve
Proposition 4.5. This will be useful to ensure that certain products still lie in L?*(v).

Lemma 4.6. Uniformly over A > 0,
A
(4.54) lim < "A> = x in L*(v) and pointwise over [h*,o0).
n—oo )(7 un

Proof. We will first show (4.54). We set p = 5/2. By Lemma 4.1, u) = L[u) ;] +

n—1
Zl 5 C [ ] Therefore, also using that L[x] = x,
Uy u 1 c d v
455 H n _X S HL[ n— _X:| + Lun_ o,
499) OGun) e (X u) ) OGun) ZZ:;H fn v

Since 0 < u)) < 1, it holds that 0 < L[u}] < d. Therefore,
(4.56)  [[Llup ooy < d72 N Llun 1 Pllre) = d 72| L[up )l 7o) < cllunallize).

where in the last inequality we used Proposition 3.2(a) with ¢ = 2p = 5 and p = 2.
Therefore, using also (4.52) (with ng = 1), Lemma 4.4, and the fact that ||u}|| < [|uS]] — 0
as n — 0o, we get

IE[w vy _ lenalliag)

(4.57) o) S dhowd )

— 0 as n — oo uniformly in A > 0.
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Using Proposition 3.2(a) again for the remaining term on the right-hand side of (4.55),

A

59 e[

A
Up—1

(X, up

— 0 as n — oo uniformly in A > 0.
L2(v)

<d

—X
Lr(v) >
Here, the convergence follows from Proposition 4.5. Combining (4.55) with (4.57) and
(4.58) shows (4.54).
We now show the pointwise convergence. By similar steps as in (4.55), using Lemma 3.6,
for x > h*,

uﬁ(l’) ug_l 1 d R z
) —x(a:)( < ‘L[%u%> —X] ()| + o > IL[u) ()]
(4.59) 1=2
<'u21“wﬂ+ LS e
=Gy M T gy & P

Using (4.57) and (4.58), it is immediate that the right-hand side of (4.59) converges to 0
as n — oo, uniformly in A > 0. This shows the pointwise convergence and finishes the
proof. 0

The following lemma provides the final ingredient for the proof of Theorem 2.1. Its
result allows us to determine the exact asymptotic behaviour of a) as n — oo.

Lemma 4.7. Let Cy be as in (2.11). Then,

1,1 1
(4.60) lim —(—)\ - —/\) =C;t uniformly in X > 0.
n—oo N a’I’L ao
Proof. We show that
. 1 1 . a2—1 - ai\z -1
(1.61) lim (5= ) = Jim PSS =G

uniformly in A > 0. The claim of the lemma then follows from (4.61) by telescoping the
difference therein.
By Lemma 4.1 again, this time writing the prefactor of the quadratic term explicitly,

d
46 = (v = el — () o 2 ) - St 2l ),
=3

Using that L is self-adjoint and L[x] = x, we get (x, L[u} ,]) = {x,u} ;) = a}_,. Hence,

after dividing by (a)_;)?, (4.62) implies

@) —a)  (d\ o/ L) P\ & Llu) )’
(4.63) (a2-0)? B (2)d <X’ (ap_1)? >+ ;CI<X> (ap_4)? >
= () et [F2]) + s i)

By Propositions 4.5 and 3.2, L[u} ,/a} ,]* — x? in L?(v), uniformly in X\. By (4.6) and

n—1

(4.3), 0 < u) <ub — 0in L*(v) as n — co. Therefore, using that L{u} ;] < d and the
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boundedness of L, L{u} ;]""? < d'"3L[u} ;] — 0 in L*(v) uniformly in A. Using this in
(4.63) then yields

(4.64) lim ————=" = d2{x,x*) = C;' uniformly in A\ > 0.
=00 (a’nfl)Q 2
From this (4.61) follows, if we show
A
(4.65) lim f\L" =1 uniformly in A > 0.
n—oo @y _4
To see this, note that by multiplying (4.64) by a}_,,
(4.66) 1—ay/ap_y = ap_,Cy' + o(ap_,) = o(1),
where the o(1) term is independent of X since 0 < a} < a® — 0 for n — oo. This shows
(4.65), and together with (4.64) completes the proof of (4.61). O

We are now ready to prove Theorem 2.1.

Proof of Theorem 2.1. Recall from (4.2) that u®(z) = P,[N,;} # 0]. Therefore, by Propo-
sition 4.5 and Lemma 4.6,

PINT
(4.67) nh_}rgo EX#Z&)@] =x in L*(v) and pointwise.
Moreover, by Lemma 4.7,
(4.68) (O ul) =a = Cin 11 + o(1)).

Combining these two facts one obtains (2.9), and by integrating over (o) which is v-
distributed also (2.10).

To show the last statement of the theorem, let xy,...,x4.1 = 0 be the neighbours of o
in T, and let A,,; be the event “the subtree of z; intersects IV,,”. By the branching process
construction, for every n > 1, the events A,,1,..., A, 441 are independent and have the

same probability p = p(n,z). Further, P,[N, # 0] = P,[UM!A, ;] =1 — (1 — p)*" and
similarly P,[N,f # 0] =1 — (1 — p)? and thus
d+1

(4.69) Pu[No #0] =1 — (1= PN #0)T = — BNS # 0]+ O(RN, # 0°).
This directly implies the statement for P,[N,, # 0]. The statement for P[N,, # 0] is again
obtained by integration over ¢,. O

5. PROOF OF THEOREM 2.2

The goal of this section is twofold: We show Theorem 2.2, and then, in Section 5.1,
provide further results concerning the behaviour of C, conditioned on { N, # (0}. These
results are, more or less, direct consequences of Theorems 2.1 and 2.2, and will later be
used to show Theorem 2.3.

We start with a preparatory lemma which is a special case of Theorem 2.2 for functions
f orthogonal to x.

Lemma 5.1. For every f € L*(v) such that (x, f) = 0 there is a sequence el € L*(v)
converging to zero in L*(v) and pointwise, such that for every 6 >0, x > h*, and n > 1,

(5.1) Rl S s

VEN,

>4 ‘ N # @} < 6%l (2).
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Proof. By the conditional Markov inequality
(5.2) [ 3 fe) >5’N+#®]<52E[< Zf%)]szé@}

’UEN 'UEN

The conditional expectation on the right-hand side satisfies

63 E( Zf%)(m%@] (Wﬁ)( [(Zf%”)'

veN,’ vEN;T
By Proposition 3.8(a,b), since <X fy=0,

(5.4) [( > fle ) ] = &) (2),

veN;F

with e/ — 0 in L? and pointwise. Further, by the stochastic domination (3.5), using
Theorem 2.1, (nP,[N, # 0])™' < (nPp[N,;" # (0])~! < ¢ and the statement of the lemma,
follows. 0

Proof of Theorem 2.2. We first consider the special case f = x; the general case will then
easily follow using Lemma 5.1.
We start by showing that for every a > 0,

5.5 Ele*%"] = +
(55) ) = S e(a),
with € — 0 pointwise and in L?(v). Using the definitions (4.1), (4.32) of u/ and f,
setting as before u} = u/>, and recalling (4.2), we obtain
n/a
—azZX® o + 1 Un (=)
66) Bl = Bl (=530 ) [N 0] =1 T

VEN,T
By Lemma 4.6 and (4.68),
(5.7) up () = Cn~ x(2)(1 +£(2)),

where ¢ — 0 pointwise. Since Lemma 4.6 holds uniformly in A, we can apply it with
A =n/a to obtain

(5.8) up/*(x) = ap/*x(w)(1 + &(x)),

again with ¢ — 0 pointwise. Moreover, by Lemma 4.7, again using the uniformity in A,
(5.9) (na®)~" = (nag’*) ™" + C;' +0(1) as n — oo.

By the definitions of a, u} and fy, and by the monotone convergence theorem,

nag/a = n(x, uo = n<x, [ B fn/a(%)D

- TL<X7 - fn/a - <X7 n(]- - e_aX(.)/n)> n_>—oo> OC<X, X> =
Inserting this into (5.9) yields

(5.10)

aCi(1+ o(1))

A1 nfe - — 20T L 0/ .
(5.11) ar 2ot ) as n — 0o
Combining (5.6)—-(5.8), (5.11) gives
(5.12) 1— E[e "] = —2_(1+0(1)),

a+ C)
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which shows the pointwise convergence in (5.5). The L?(v)-convergence follows by the
dominated convergence theorem, since the left-hand side of (5.5) is bounded by 1.

By Lévy’s continuity theorem for the Laplace transform, (5.5) implies the statement
(2.13) of the theorem in the case Z/** with f = x. For general f € L?(v) we write
f = {x f)x+B8[f] as usual. Then Z/* = (y, f)Zﬁf’”’—i—Zf[f]’x. The statement for Z/* then
directly follows, since the first summand converges to an exponential random variable
with mean C; '(x, f), by the first step of the proof, and the second summand converges
to 0 in probability, by Lemma 5.1, since (x, 5[f]) = 0.

We now show the statement of the theorem for Z/. Let v, be the law of ¢, under
P[-|N;} # (]. By integrating (5.5) over v,(dx)

(5.13) Ele ™) = G +/sg(x)yn(dx).

N Cl + «
We need to show that the last integral is o(1). Observe that v,(dz) = Py, € dz|N; #
0] = Plp, € do, N7 # Q]P[N,; # 0]7' = P,[N}] # 0]P[N, # 0]"'v(dz). Therefore,
using the Cauchy—Schwarz inequality and that ¢ — 0 in L?*(v), the integral in (5.13) is
bounded above by

(5.14) o(l)(/%y(d@)lﬂ.

By (4.67), P.[N,;" # Q]P[N,” # 0] = x(z)(1,x)"! + en(x), with e,(x) — 0 in L*(v)
as n — oo. This implies that the integral in (5.14) is O(1) and together with (5.13)
and again Lévy’s continuity theorem shows statement (2.13) for ZJ with f = y. For Z/
and general f € L?*(v) the statement then follows by integrating (5.1) over v,(dz) and
applying similar arguments as above. U

5.1. Further results for the conditioned model. The following few results which all
concern the model conditioned to { N, # (0} will later be used in the proof of Theorem 2.3.
The first one explains the role of the measure (), introduced using the spine construction
in Section 3.2. Similar results are well established in branching processes literature, see
for instance [HHO7, Theorem 5] or [CR90, Theorem 4]. Proposition 1.5 in [Pow19] can be
seen as the analogous result for branching diffusion on bounded domains.

Proposition 5.2. For all K € N, © > h* and B € Fk (see (3.20))
(5.15) lim P,[B|N," # 0] = Q.[B].

Proof. We follow similar steps as in the proof of [Pow19, Proposition 1.5]. For every
n> K,

1p Py [N, # 0| Fx]
5.16 PBIN} # 0] = E. | n |
Writing N = {vy, ... ,U|NI+(‘} and defining the events A; = {v; is root of a subtree in C,
with height of at least n — K},
NG| N3]

(5.17) 0= 4= U (an4).

k=1 j<k
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where the last union is disjoint. Since the A; are independent conditionally on F,

N
(5.18) PN # 01Fk] = 3 Po I ic # O] [ P, N = 0)

By Theorem 2.1, P,, [N, # 0] ~ C1(n—K)"'x(py,) = 0and P,[N,F # 0] ~ Cin~'x(z)
as n — oo. Therefore,
1P, [N+ v v
(5.19) i 18PN 2 0]y 2w XUP ),
s B[Ny 0] (@)
In order to insert this into (5.16), we use the generalised dominated convergence theorem.
To this end we bound the fraction on the left-hand side of (5.19) by a function g, satisfying

gn — g in L'(P,) and P,-a.s.: Using (5.17) and Theorem 2.1 (or (4.67), (4.68) from its
proof),

(5:20) PoNS # O Fx] < Y Po Ny #00= Y Ci(n = K) 7 (x(#0) + ()

UEN;Q veNJr

P,-a.s.

with &, — 0 pointwise and in L?*(v) as n — oo. For the denominator, again by Theo-
rem 2.1, P,[N,;" # 0] > Py<[N,} # 0] > cn~! for some constant c¢. Thus, for n > K,

1 P,[N,f # @|]:K
n — K Z

PN+ 2 0] X(¢w) + Enk(pv))

vENF

(5.21)
<d Dy (x(po) +Enr(pu) = gn,

which converges a.s. to g :=¢'_ . NE X(¢y). Moreover, by Proposition 3.8,

(5.22) Ellgn — 9] € Eo[d Y lener(@0)]] = (6, Eu-rhx(@) + ().

+
VEN

Since ||€,]| — 0, the bounds established in (3.34) imply that the right-hand side of (5.22)
converges to 0, that is g, — ¢ in L'(P%). Therefore, by the generalised dominated
convergence theorem, using (5.16), (5.19),

ZveNK X(‘Pv)
x(z)

where the last equality follows from Lemma B.2 with £ =1 and Y (v1) = 1px(¢y,). O

The following lemma and its corollary follow almost directly from the results established
in the proof of Theorem 2.2.

Lemma 5.3. For every f € L*(v), x > h* and § > 0,

(5.24) JL%PI{%—QJ) >5‘N;¢®} _
Proof. Observe that

Dveng fleo) et (Flpo) = 06 x(en)) 0t 3 e Bl (pw)
(5.25) ZveNTT X(¢w) W f) = ZveNTT x(0) ! ZUGN,T X(¢v) '
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For any A,B € Rand ¢,0 > 0, {|A/B| > ¢} C {|A| > 0} U{|B| < d/e}, which together
with (5.25) allows us to bound the left-hand side of (5.24) by

(5:26) P[[n~t Y Blwa)| > 00 | NF £ 0]+ P[0 we) < 8/8| N A0

vEN,’ vGN;{'

We now show that there is a sequence 6, — 0 such that both summands converge to
zero. By Lemma 5.1, the first summand is bounded by 6;2&/(z), where the &f-term is
independent of On and converges to zero. Therefore, if 6, — 0 sufficiently slowly, then

also 628/ (x) — 0. For the second summand, fix ¢ > 0. Then for n large enough so that
On/0 < ¢,

(527) Pt > xw) <0./8| N £ 0] S P nt Y xlwn) <2 | N £ 0],
veN; veN;

By Theorem 2.2, the right-hand side converges to P(Z < Cie) which can be made ar-
bitrarily small by choosing & small. This implies that the second summand in (5.26)
converges to zero and completes the proof. O

Corollary 5.4. For every x > h*, § > 0 and f,g € L*(v) with g > 0,

ZvEN; f(pw) _ 06 + £ Q)] = 0.

Yvent 9(p0) (o 9) =0

(5.28) lim P, {

n—oo

In particular, setting g =1,

n—oo

(5.29) lim Px{

+| Zf% ——< X, /) ‘>6‘N+7&@]—0

Proof. 1t is easy to see that there is &' = §'(d, f,g) > 0 such that the event on the left-
hand side of (5.28) is contained in the union of {|>_ f(vu)/ > x(pw) — (x, f)| > ¢'} and
{1>-9(pn)/ > x(ew) — (x,9)| = §'}. The statement then follows by Lemma 5.3. O

The final result of this section is the following technical lemma which can be seen as a
somewhat stronger version of (5.29) in Corollary 5.4. It is tailored to be used in the proof
of Proposition 6.7.

Lemma 5.5. Write N;7 = {v,vs, ... ’UINfH} and set NIM = {v1,v9,...,up}. Ford,p>

0 and f : R — R bounded, define the event
{‘Zvezv:Mf@v) (X,f>‘ 5})
- — > .
M (x.1)

530 Bl =m0 (U

pn<M<|N, |
Then for every x > h*,
(5.31) lim P,[B,(f,d,p)| N, # 0] = 0.

n—oo

Proof. We start by outlining the strategy of the proof. We will define events A,, = A,,(no)
(see (5.34)) and A!, = Al (ng,q) (see (5.40)), so that when ny = ng(n) and g = g(n) are
chosen correctly,

lim P, [Ay(no(n))|N,S # 0] =0,
(5.32) lim P, [A;(no(n ,q(n)|N,7 £ 0] =0,

B, (f,0,p) C An(no(n)) U Al (no(n),q(n)) for n large enough.
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The statement of the lemma follows directly from these claims by a union bound.
To define A, = A,(ng), we fix 0 < ng < n, write N = {wl,...,wwi()'}, and set

= {v e N} - w; is ancestor of v}. For 1 <i < [N} |, we set

NIt i f(p0), if [INi| > 0,
(5.33) e — d VR ey f(00) if | V| =0
OGN/ 1), otherwise,
and define the events
N
(5.34) Ai:{‘m-—<x’f>‘>é} and A:A(n):“[jm
. n 7 <X,1> 2 n n 0 ~ ne

‘We now prove an upper bound on P[A,|N; # (]. By a union bound, using that
AL CANG, # 0} C{NT # 0},

PuAINS 0] = PANG # 07 Pu{A4, 0 [N #0)
(5.35) Nl |
RN A0 B S AL (N £ 01|

Using the branching process properties of the GFF,
P.[A, N{N,, # @}Ifno]
(5.36) _p, {

IR —<—f] \N:W#w] P [N, 0]

nno

By Corollary 5.4(b), the first probability on the right-hand side is bounded by some
En—no(Pw,) satisfying 1 > ¢, — 0 pointwise, and thus in any L?(v) by the bounded
convergence theorem. By Proposition 4.5 and Lemmas 4.6, 4.7, the second probability
equals

(5.37) Py, N # 0] = Ci(n—n0) " (X(0w,) + Enno (),

where & — 0 pointwise and in L%2(v). Combining these statements with (5.35) and
(5.36), and using then Proposition 3.8 in the numerator, we obtain

P A AN #£ 0} < B, ZweN% En—no(Pw)C1(n = 10) 7 (X (Pw) + En—no(Pw))
(5.38) zlHn 1 n = Cin'(x(z) + &, (2))

c(x)n

= Sl En X)),

where £, — 0 pointwise. Finally, using Holder’s inequality on the inner product, since
X, X2 € L2(v) (by (3.18)), €, — 0 in L°(v) and & — 0 in L%?(v), it follows that for every
x> h*,

(5.39) if ng — oo and n — ng — oo, then P,[A, (no){N,” # 0} — 0
We now turn to the events A!. For given ny < n and ¢, let

IN7 |
(5.40) Al = Al (o, q U{|N2|>q}
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To bound the probability P[A/,|N,F # ()], we write

(5.41) PJA N{NF #A0}] < P[A) < E

Pw IN2 el > dl]-

[
By the Markov inequality and Proposition 3.8(b) (Wlth f=g=1),
(542) Py, [INS | > dl < q7°B,, [IN, '] =C
where ||€,,_n,|| < ¢. Thus, by Proposition 3.8(a),

PLA NS 201 < a2 Ba| 3 (ex(@a)(n = o) + £nn(0))]
(5.43) vENT,

< cq’z((n —ng+ 1)x(z) + €, (w))

with &/, — 0 pointwise. Together with P,[N,} # ()] > en™!, by Theorem 2.1, this implies

(5.44) PN 01 < 5 (0= o+ C)x(a) +43,(2).

a2 (X(Pw;) (N — 10) + En—no(Pur)),

We will now give sufficient conditions on the functions ny(n) and ¢(n) so that for large
enough n,

(5.45) B, (f,0,p) C A, UA!, or equivalently B, (f,d,p)* D (A,)° N (A4))°.
By definition, {pn < |N;f|}¢ C B,(f, 9, p)¢. Therefore, (5.45) is implied by
(5.46) (An)" N (A,) N {pn < INT[} C Ba(f,0,p)"

To prove this, we assume that (A4,)¢N (A,) N {pn < |N; |} holds. For M < |N,7|, let

0 0
(547) k(M) = inf { SOINE €€ {0, .., N[} such that S |Ni| > M} > M.
i=1

=1

On (A, [N s £(0) — (v £)/0x1)] < /2 for all i = 1....., [N, Therefore,
for all M with pn < M < |N|
Z”GN:{MM) f(SOv) <X> f> 0
(5.48) ’ _ <9
k(M) ey~ 2

Writing ZveN,jM flpy) = ZUGNZHM) flpy) — ZveNj;k(M)\Nj,M f(¢y), and using that the
absolute value of the second sum is bounded by (k(M) — M) sup|f|, we obtain that for
every M > pn

ZveNTf’M f(po) ZveN e f(pw)
T
ZveN ) f(‘Pv) ZveNTtk(M)\NIM f(‘:pv) ZveN ) f(%ov)
(5.49) - ’ M N M N k(M)
5.49 B — M
> f(%)(% - k(}w)ﬂ + 2 ])W sup| f|
vGN k(M)

_ k(M])w_ M (‘ZveNnk(M) f(%)’
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where in the last inequality we used (5.48) and the fact that k(M) — M < q on (A])°. If
the right-hand side of (5.49) is smaller than ¢/2, then together with (5.48), this implies
that B,(f,d, p)¢ holds, implying (5.46) and thus (5.45).

To finish the proof of (5.32), we must choose ny = ng(n) and ¢ = g(n) so that (5.39)
applies and the left-hand sides of (5.43), (5.49) tend to zero. This is easily done by setting,
e.g., ¢(n) = n** and ny = n — n'/4. O

6. THE S,, MARTINGALE

The remaining three sections of this paper are dedicated to proving Theorem 2.3. In
this section, we will introduce a martingale based on the depth-first traversal of a sequence
of copies of C,NT*, and prove that it satisfies an invariance principle, see Proposition 6.1.
This martingale can be seen as an analogue to the Lukasiewicz path used to study critical
Galton-Watson trees. The second part of the section then demonstrates another two
scaling limit results, Proposition 6.8 and Proposition 6.10 which are both consequences
of Proposition 6.1.

To define the martingale, we consider an i.i.d. sequence T = ((T, %), (T2, ¢?),...)
where every (T%, ¢") is distributed as (C, N T*, ¢|c,~r+) under P,. To keep the notation
simple, we keep using P, for the probability measure associated with the whole sequence
T, and for v € T* we write ¢, instead of p!. We further use o' to denote the root of T,
and set N = {v € T : d(o’,v) = n}. Note that |[N,;"!| has the same distribution as
| N,F| which was studied in detail in the previous sections. In particular, we know that all
T? are a.s. finite.

Throughout this section, we use the notation for the parent p(v), direct descendants
desc(v), and siblings sib(v) of v € T" relative to the rooted tree 7% (not T), w < v means
that w is an ancestor of v, cf. below (3.1).

We now describe the depth-first traversal v = (v1,vq,...) of T. It starts at the root of
T, that is v; = o', and then explores the tree 7! in a depth-first manner. After visiting
all vertices of T, it proceeds to 0?, explores T2 in a depth-first manner, and so forth. v;
denotes the i-th vertex visited during this traversal. The notation v <, w indicates that
v precedes w in v (with <, representing the reflexive version). For any v € U;/T" we write
A(v) to denote the index of the tree which v belongs to (that is v € TA®). We define

(6.1) A, =A(vy) and  H, = |v,] = d(vn, 0o™),

that is A,, is the index of the tree which is explored at step n, and H,, is the “height” of
the n-th explored vertex. For every v € U;T", we define the set Y (v) as the union of all
siblings of some ancestor of v that appear later in v than this ancestor itself, that is,

(6.2) Y(v) = | J{u € sib(w) : w <y u}.
w=v
With this notation we can introduce the key object of this section, the process
(6.3) Su=x(0uw) = D_xles)+ > xlpw), neEN,

ZSAn 'LUGY(’Un)

which is adapted to the filtration

(6.4) H, = a((v, ©y) 1V E Osib(vl-)), n € N.
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The next proposition shows that S,, converges to a Brownian motion with variance

(6.5) o = (x. V)/(x; 1),
where
66 Vo) =P[( X xen)] B[ X xen)] = var, (X vien).

Here and below (B;);>o denotes the standard Brownian motion.

Proposition 6.1. For every x > h*, in P,-distribution w.r.t. the Skorokhod topology,

1
— — (0By) 0.
\/ESL"tJ>t>0 (0Bu)iz0

We need a few preparatory steps to show this proposition. We start by proving that S
is a martingale.

(6.7) lim (

n—oo

Lemma 6.2. The process S is a H-martingale under P,.
Proof. We first show that

(6.8) Spe1 = Sk = —=X(pw) + Y x(pw)-

wedesc(vg)

To this end we need to distinguish between several possible scenarios:

(1) If v is not a leaf, that is desc(vy) # 0, then vy is the first child of vy, and thus
Y (vi41) = (desc(vg) \ {vk41}) UY (vg) where the union is disjoint. From this (6.8) follows.

(2) If vy, is a leaf, that is desc(vy) = (), then there are three possible cases for vg1: Either
it is the next sibling (with respect to <) of v, or the next sibling of some ancestor
of vy, or it is the root of the next tree in the tree sequence. In the first two cases,
Y (vx) = Y (vg41) U {vg41} where the union is disjoint, and thus Sk — Sk = —x(¢y,,) and
thus (6.8) holds. In the last case, when vg; is the root of the next tree, both sets Y (vy)
and Y (vg41) must be empty and Agi1 = Ap + 1, which implies (6.8) also in this case.

From (6.8) and the branching process properties of ¢ it follows that

EulSin = Sl = B[ = x(eu) + Y x(ew)[Ha]

wedesc(vy,)
(6.9)
= —X(pu,) + E,, [ > X(sow)] = —X(u.) + Lx(pw) = 0,
wENlJr
since y is the eigenfunction of L (see (3.12)). This finishes the proof. O

The next four simple lemmas will be used to control the quadratic variation of S.
Lemma 6.3. For every k > 1, with V as in (6.6),
(6.10) Eo[(Ske1 = So)*[Ha] = V(pw,)-
Proof. By (6.8) the conditional expectation E,[(Sk+1 — Sk)?|Hx] equals

X =) B[ X x| +E[( X xtew) [l
(6.11) wedesc(vy,) wedesc(vy) 2
= X(pu,)? —2X(s0vk)E%[ > x(sow)] + By, [( > x(%)) ]

From this the statement follows using (3.12) again. O
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Lemma 6.4. There is ¢ < oo such that V(z) < ¢ for all x > h*.

Proof. Let {wy,...,wq} be the children of the root in TT. Since (p,,)L, are indepen-
dent under P, and x(z) = 0 for z < 2", Var,(3_,cn+ X(90)) = Var, (X0, x(0w)) =

S Var, (x(¢w,)) = dVary (x(Y + z/d)), where Y ~ N(0,0%), see (3.4). Since y is

Lipschitz on [h*, 00) by (3.19), the statement follows. O

To state the next result, let U,, be a random variable distributed uniformly on {1,...,n},
defined on the same probability space as the sequence T, independent of T. We write
(612) H:L = HUn and A;(; = AUn,

for the height and the tree index of a vertex chosen uniformly amongst the first n explored
vertices.

Lemma 6.5. For all x > h*,

(6.13) lim sup P,[H} > uy/n] = 0.

U0 p>1

Proof. By Theorem 2.1 and Proposition 3.3, there is ¢(z) < oo such that for all n > 1,
(6.14) PNy 20 < ad BIA < @)V
n

To see the second inequality in (6.14), we note that by the independence of the trees T*
and Proposition 3.3, P[A, > k] < PJ[|TY < n,i = 1,...,k — 1] = BT <n]f! <
(1 — e(z)n=Y2)*1 and thus E.[A,] = > 5, Pe[An > k] < c(z)™'n!/? as claimed.

Since {H > uy/n} C {3 <A, : Nﬁ’f/ﬁl # (0}, by a union bound,

* . +,%
(6.15) P [Hy > uy/n) <Y P [i <A, N # 0],
i>1
The events {i < A,} and {|N, F; \Z/m| > 0} are independent. Hence, using the first half
of (6.14), this is bounded by c(z)u~'n="/2 Dois Peli < Ayl Since Yoo Prli < A,] =
E.[A,] < ¢(x)y/n, by the second half of (6.14), the claim follows. O
Lemma 6.6. For every 6 > 0 and x > h* there exists a sequence R(n) such that

lim,, o R(n) = 00 and

(6.16) sup P,[H, < R(n)] <.

n>1
Proof. We will show that for every K < oo
(6.17) lim P,[H: < K| =0,

n—oo

which implies the statement of the lemma.
For fixed K > 0, by definition of H,

618 P <K =0t R <K =0 B[ ).

=1 h=0 I=1

Since Y, Ly, € S0 IN, ] and thus S5 Y0 Lo < S0 D[N, More
over, (31| N;7*[)Ar, are i.i.d. and with finite mean. Noting that A, is a stopping time
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with respect to G; = o(T7 : j < i) and using Wald’s equation (see e.g. [Durl9, Theorem
2.6.2)),

An K K
1 n ) 1
(6.19) PlH; < K] < B[SO NG| = BAE 3O INS]
n i=1 h=0 n h=0
which by (6.14) converges to 0 as n — 0. O

The following law of large numbers will be important for the proof of Proposition 6.1.

Proposition 6.7. Let f be a bounded function and mf :=n='3"" | f(py). Then

(6.20) lim m! =mf = M, in P,-probability.
n—00 (x,1)

Proof. Let

(6.21) N = NP O {on, o0}

be the part of N ,:r " traversed in the first n steps, and let Ny = NEA;; We set

(6.22) my, = N ITH Y (o)

veEN
Denoting by Fr the o-algebra generated by the sequence T = (T}, ¢%);>1, it holds that
(6.23) mi = E.[m}|Fr]

(effectively, the expectation here is over U, only). To show the proposition it will thus be
sufficient to show that

(6.24) nh_}rrolo m: =ml,  in P,-probability.
To see that this is indeed enough, note that since f is bounded m is dominated by a
constant. Hence, by the dominated convergence theorem, m? — m/_ also in L?(P,). By
(6.23), since the conditional expectation is a contraction on L*(P,), m{ — m{_ in L?(P,),
and thus in P,-probability as claimed.

To prove (6.24), we fix £,6 > 0 and set

(6.25) A, ={m: —ml | > e}
We then fix C' < oo such that P,[H* > Cn'/?] < §/3 for all n > 1, which is possible
by Lemma 6.5, and take R(n) as in Lemma 6.6, so that P,[H} < R(n)] < /3. Setting
B, = {R(n) < H} < Cn'/?}, it follows that for all n > 1,

(6.26) P,[Ay] < 20/3 + P,[A, N B,)]
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We further set mj, ,, = |J\7}j'ni|*1 ZU6N+1 fley) and A}, = {|mj,,, —m | > e}. Using the

definitions of U,, and m}, and then decomposmg by possible values of Hj, Ay, we obtain

P,[A, N B,] = ZPI[AH N B,|U, = k]| P,[U,, = k]
k=1

—Z AN R(n) < Hy < Cn'/?]

(6.27) Cnl/2 n
== Z ZE [1# Zl{Hk 1A= z}i|
C’nl/2 n
== Z > Eefly NS
l R(n) =1

where in the last step we used > ) _, Lipg,—iap=i} = |va7;1|. To analyse the expectation on
the right-hand side, we define o-algebras G; = o(T*,T?,...,T%) and set 7; = |T| + - -+ +
|T"7| (which is G;_;-measurable). Then, using that (77, ¢');>1 is an i.i.d. sequence,

B[l INDNG] = Limem B 1 Nt}T
(6.28) [ Al || 1} {ri<n} [ Al 1PN } + +

= 1{Tz§n}Eﬂ7 I:]‘Al,n—fz
where on the last line we omitted the superscript ‘1’ since V, Zrk’ has the same distribution
as N},.. By Theorem 2.1, Proposition 3.8 and (6.14) there is a ¢ = ¢(x) such that

(6.29)  PNF£0] <dt,  EJ[NPINT£0] <, EJA] <en'2

Further, for B,,(f,¢,p) as in Lemma 5.5, it holds that A;, N {| N > lp} € Bi(f,e,p).
Therefore, choosing p = §/(6Cc®) and decomposing on whether |N,
16/(6Cc?), we obtain

iz, | is larger than

Ey[lar, | NEL N £ 0]
(63()) S 60 2 +E [1Bn(f5P)| In—r; NlJr 7& (Dj|
1/2

+ E[INFIP|NS # 0] 2P Bu(f e, p)| N £ 0],

<

~ 6Cc
where in the last step we used the Cauchy—Schwarz inequality and |N,
Combining (6.28) and (6.30) with the first two claims in (6.29) we obtain

| <IN

lnT

(6.31) E, [1A?,n NP < (% + AP [Bi(f,e.p) | NF # 0] 1/2) 7 < nl.

Inserting this into (6.26), (6.27), we obtain that P,[A,] is bounded by

(6.32) 25+1(5 +¢ sup Pu[Bi(f e, \N+¢®1/2)LC§J§”:PA >,
. —_— C u (3
3 6Ce l>R5L) l g I=R(n) i=1

Since R(n) diverges, Lemma 5.5 implies that the supremum in this formula tends to zero
as n — 0o. By the last property in (6.29), LCIJ Zl L PelA, > 1] < CynEL[A,] < Cen.
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Therefore
20 0 3
(6.33) PilA) < 5+ (6 +Ce 0(1)> <
for n large enough. Since ¢ and § are arbitrary, this shows (6.24) and with the initial
comment completes the proof. 0]

We are now ready to prove Proposition 6.1.

Proof of Proposition 6.1. We apply a martingale functional central limit theorem, see
e.g. [Durl9, Theorem 8.2.8]. To check its assumptions we need to show that

(a) lim, oo n ™1 o1 EL(Sk — Si_1)?[He1] = % in P,-probability,

(b) limy oo n™ 3701 Eu(Sk — Sk-1)?1{15, -5,y >eymy] = 0.

Condition (a) follows from Lemma 6.3 and Proposition 6.7, using that V is bounded by
Lemma 6.4.

We now show (b). By the Cauchy-Schwarz inequality, E,[(Sk—Sk—1)*1{15,—5,_,|>eviiy) <
E.[(Sk — Sk—1)*]V2P,[(Sk — Sk—1)? > €?n]'/?2. By Lemmas 6.3, 6.4, E,[(S; — Sk_1)?] < ¢
uniformly in k& and thus P,[(Sy — Sk_1)? > £?n] < ce ?n~!. Thus, to prove (b) it is enough
to show
(6.34) EL[(Sk— Se-1)'] < ¢

uniformly in k. By (6.8), Sk — Sk-1 = > yedesc(op_y) X(Pv) — X(Pu,_,), and thus

E.[(Sk — Sk-1)'[Hr1] = By, [( Z X(p0) = X(%“)>4]

(6.35) o !
= B [( 30 w0 = B LY w0

where we used that x(¢y,_,) = Ep,  [D,ens ()] in the last line. We write N =
{wy,...,wy} and follow similar arguments as in the proof of Lemma 6.4, using that
x(x) =0 for x < h* and exploiting the independence of the ¢,,,, to obtain that (6.35) is
bounded above by caEy,  [(X(¢uw;) = By, [X(¢uw,)])*]. Since x is Lipschitz on [2*, c0),
X(@w,) — Ex[x(¢w, )] is sub-Gaussian, and thus E,[(x(¢w,) — Ez[x (0w, )])?] < ¢, where the
constant ¢ only depends on d and the Lipschitz constant of x but not on z. Statement
(6.34) then follows by taking the expectation of (6.35). O

6.1. Further invariance principles. We now prove several further convergence results
that are a consequence of Proposition 6.1 and which will be useful later.

Proposition 6.8. Let B; be a standard Brownian motion, let LY be its local time at 0.
Then, as n — oo, in P,-distribution with respect to the Skorokhod topology,

Zw v X(@w) A
(6.36) ( X OL) , (”L””)) o (0|Bt|,—a L0> .
>0 t>0

NG vn x(x)

To show Proposition 6.8 from Proposition 6.1, we need the following lemma. It states
that (under scaling) the first summand in the definition (6.3) of .S, is negligible.

Lemma 6.9. In P,-distribution with respect to the Skorokhod topology,

X (Po)
(637 i () =0
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Proof. As x grows at most linearly (see (3.18)), it is enough to show that for any fixed
t>0ande >0,

(6.38) lim P, [max 0o/ > €| = 0.
n— 00 i<nt

Let H(T?) = max,e: H(v) denote the height of tree T%. For every j, k € N, the probability
in (6.38) is bounded from above by

P, | max @,, > ev/n, A <7, H(Ti)gkforizl,...,j]
(6.39) i<nt =

To show (6.38), we thus need to choose j, — oo and k,, — oo so that all three summands
converge to zero.

We start with the first summand. Restricted to {A,; < j} and {H(T") < k for i =
L,...,J}, maxg<u o, is dominated by the maximum of all ¢, with v such that A(v) < j
and H(v) < k. Considering not only the maximum over the connected components of the
level set, but over the first k& generations in j copies of the whole forward tree T, this is
dominated by the maximum of jd* non-negatively correlated Gaussian random variables
with mean at most x and bounded variance. By Gaussian comparison techniques, the
mean of this maximum is of order = + ¢y/log jd¥ < c\/klog j for j, k large enough. Thus,
by the Markov inequality,

C
(6.40) Px[ri%%i(@vi >evn, Ay <j, HT;) <kfori=1,... 7]} < V' klog(j).

€n1/2

By a union bound, using Theorem 2.1, the second summand in (6.39) satisfies

(6.41) PJie{l,....5}: HT") >k, Ay < 3] <c(x)j/k.

Finally, by the Markov inequality and (6.14), the third summand can be bounded by
(6.42) PuA ) > 7] < e(x)Vin/j.

Setting now, e.g., j, = n?/3 and k, = n®/%, all three summands in (6.39) converge to 0 as
required. 0

Proof of Proposition 6.8. We use the continuous mapping theorem together with the al-
ready established convergence statements. By Proposition 6.1, n='/25 in-] — oB., and by

Lemma 6.9, n_1/2x(<pvw) — 0 as n — o0, in P,-distribution, in the Skorokhod topology.
Therefore
643) V(S —xlpu, ) =02 (DD e = DD o)

wEY(ULn<j) ZSAI_nJ
also converges to 0 B. as n — o0o. Next, note that
(6.44) inf {Se = x(pu)} = mE{ D o) = D xlpa) = = 3 xlew):
- T weY(vg) i<Ag i<An
Therefore, setting B, = inf,<; B, and using the continuous mapping theorem with the

map ¢(X;) = (X; — infs<; X, —infs<; Xy),
(6.45) n 203 xlew) Y xwe)) = (o(B - B),—0B.)

’LUGY(UL,.L‘J) 'LSALnJ
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in distribution as n — co. By Lévy’s theorem (see, e.g., Theorem VI.2.3 in [RY99]), the
right-hand side of (6.45) has the same distribution as (¢|B.|,cL%(B)). Together with the
fact that under P, >, Apme) X(¢oi) = X(2)Ane), this implies the proposition. O

Another consequence of Proposition 6.1 is the following scaling limit result for S,
conditioned to reach a certain height on the first tree T;. To this end we define

(6.46) G ) 2wev(un) X(Pu) if n < |TY,
| oo if n > |17,

Note that, up to an additive correction x(¢,,) — x(z), S. is equal to S. restricted to T;.

Proposition 6.10. For y > 0, let (€Z%/7),> be a Brownian excursion conditioned to
reach at least height y/o. Then, in distribution under P,[-|sup, Sy > \/ny|, with respect
to the Skorokhod topology,

(647) lim (n_1/25’m”)

n—00 >0 (gezy/a)tZO‘

We omit the proof of this proposition as it would be identical to the proof of Proposi-
tion 6.13 in [Pow19], which itself follows [DL.G02, Proposition 2.5.2].

7. RELATION OF S,, AND H,,

The aim of this section will be to establish a connection between the martingale .S,, and
the height process H,, (see (6.3) and (6.1) for definitions). This will be useful in the proof
of Theorem 2.3 in Section 8. Throughout the whole section, we only consider the field on
the first tree (T, ) = (T, ') in the infinite tree sequence T = (T, ©'), (T?, ¢?),...)
introduced in Section 6. As a consequence, we only consider S introduced in (6.46) instead

of S. We will see that, approximately, S(v) ~ H(v)/C} with C; as in (2.11).
Motivated by this, for n > 0 we say that v € T is n-bad if

S(v)
H{(v)
Fixing in addition R > 0, we say that v € T is (n, R)-bad if there exists a w < v such
that H(w) > R and w is n-bad. This means that v is (1, R)-good (i.e. not (n, R)-bad) if
all its ancestors in generations at least R are n-good. We set

(7.2) N — £y € NF 1 vis (n, R)-bad}.

The first main result of this section shows that this set is relatively small.

(7.1) —-Cit >

Proposition 7.1. For every e >0 and x > h*,

- | V) [N; 0] =
(7.3) }%1_{130:;1230[ N >e|N,#0| =0.

Proof. The proof follows a strategy similar to the proof of Proposition 6.17 in [Pow19],
with adaptations that are necessary in order to handle the unbounded domain in our
setting. For ¢ > 0, R > 0 and n > 0 we define the event

2ovent X(Po) Lo is o R)ybay .

(7.4) B = {
i ZUENTJ[ X(va)
We first claim that it suffices to show that
(7.5) lim sup P,[Ef, [N, # 0] = 0.
R

R—o00 n>
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To see that this indeed implies the lemma, we write

(7.6) INSR NP e x()
INST Y ens x(@0) INF|

Therefore, for every 6 > 0, the probability in (7.3) is bounded from above by

[N
ZveNJ X(QDU

[V, |
ZUEN:[ X((p’l})
By Lemma 5.3 (with f = 1), the second probability tends to 0 as n — oo if § = §(¢)

is small enough. Since x(z) > x(h*) > 0 for every x > h*, it holds that |N,(L"’R)] <
CZUEN;{' X(va)l{v is (1, R)-bad}» and thus

(77 P, )>5)N:¢@}+Px[ <5/5‘Nj[7é(2)]

|N+»(7]vR)| N 5/ N
7.8 Px[n— > 5‘Nn (7)} < P |EY,|NS # 0],
(7:8) ZveN,f X(pv) 20 = [ R’n{ ’ }
which together with (7.5) implies the claim of the lemma.

We now prove (7.5). By first using the Markov inequality, and then Lemma B.2 with
k=1andY(v;) = X(@m)l{vl is (n,R)—bad}l{NTﬁé@}/(ZweNJ X(¢w)), it holds

_Z N X(Spv)l{v is (n, R)-bad}
PRI #0] < B, [ 2 A )
o - ZveN;f X(¢w)

(7 9) _ E_lE _1{N,‘f;é®} Z’UEN: X(@v)l{v is (n, R)-bad}
‘ - EUGN;;F X(gpv)
g [X@PINE £ 0
- ZUENJ X(SOU>

| Pl 07

]-{an is (n, R)-bad}] ;

where, as defined in Section 3, o,, is the vertex on the spine in the n-th generation. To
continue, we first show the following two claims:

(i) sup,sg Qu[on is (1, R)-bad] — 0 as R — oo.

(ii) Set Z, = %’iﬁ];l. Then for all § > 0, there exist R, K > 0 such that
vEN, v

Q2 Zn1iz,>Kk3] <O foralln > R.
Claim (i) will follow from the ergodic behaviour of the field along the spine (oy,)n>0
under Q,. Let sib=(v) = {w € sib(v) : v <y w}. Then S(0,) = D74, D cqine (o) X($0)-
Recall that & := ¢(oy). By conditioning on &1, due to the fact that under @), the spine

mark at generation k is uniformly distributed on descendants of its position at generation
k — 1 and that non-spine vertices behave as under P,,

Q| X x| =@ X e

vesib< (o) vesib<(o1)
1
veNT\{o1}
= Qx [dQ;le&c—l [ Z X(@v)}] dz;dex[X(gk—l)]
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By Lemma 3.4 the invariant measure of the Markov chain (&)i>o under @, is given by
x(y)?v(dy), so the last expression converges to C; ' as k — oco. Claim (i) then follows
from an ergodicity argument.

To see (ii), note that again by Lemma B.2,

Po[lz,>x3 (et 23]
PIN; #10)
> veni X(#0) _ L‘N: ” ®]7

n Kc
where in the last inequality we used the fact that y(z)P.[N,5 # 0] > ¢, by Theorem 2.1.
By Theorem 2.2, this converges to the probability that an exponentially distributed ran-
dom variable is smaller than (Kc¢,)™'. It is thus straightforward to find K and R’ such

that the last probability is smaller than § for all n > R', proving (ii).
Returning back to (7.9), its right-hand side is bounded by

QzZnlz,>K1] = = P,[Z, > K|N," # 0].
(7.11)

<P

QzZn1{o, is (n, R)-bad}]
(7.12) = Q[Zn112,>x 10, is (n, R)-bad}) + QI Zn1{z, <K} {on is (n, R)-bad})
< QulZnliz,>Ky] + KQloy is (n, R)-bad],
which together with (i) and (ii) implies (7.5) and concludes the proof. O

To state the second main result of this section, we introduce (enlarging the probability
space if necessary) random variables 7, ..., 7% which under P,, conditionally on T, are
independent and uniformly distributed on {1,2,...,|T|}. Using these random variables,

we define two k x k random matrices
(7 13) (DE)ZJ =n"t (5(U71> + S<U7—J) - Zg(UTi A UTj))
| (DH)ig =17 (H(vps) + H(w) = 2H (v A v,),

where, as usual, (v1,vs,...) denotes the depth-first traversal of 7', and v A w denotes the
most recent common ancestor of v and w in 7T

Proposition 7.2. For every k> 1 and € > 0,

(7.14) lim P,[|C7 DI — DF|| > ¢|N; # 0] =0,
n— oo
where ||-|| denotes the Frobenius norm of k x k matrices.

To prove this proposition, we need two lemmas. The first one estimates from below the
size of T conditionally on {N; # (}}.

Lemma 7.3. For every x > h*,

(7.15) limsup P, [|T| < gn®|N,} # 0] = 0.
q—0

n>0

Proof. Tt will be sufficient to show that for every § > 0 there exist ¢ and ny such that for
every n > ny,

(7.16) PAIT| < qn?|Ni # 0] <6,

Indeed, since there are only finitely many n < ng, by decreasing the value of ¢, the
inequality (7.16) can be made true for all n > 0. This then directly implies the claim of
the lemma.
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To show (7.16), observe that for every n > 0
P,[|T| < qn®|N, # 0]
< Po[|T] < qn, [N, | = mIN; # 0] + P [N | < nn|N," #0].

By Theorem 2.2, there is n > 0 small such that the second probability on the right-hand
side of (7.17) is bounded by /2 for all n large enough. It is thus sufficient to show that
for every 6 > 0 and n > 0 there is ng so that for all n > n

(7.17)

(7.18) P[|IT| < qn®,IN}| = nn|N,f # 0] < é/2.
Note first that
(7.19) Px[|T| < qn* |N| > nn‘N: + @] < Px[|T| < qn2‘|N+| > nn}.

Given {|N,f| > nn}, let wq, ..., wy,, be the first [nn] vertices in N, and let T;, be

the subtree of T rooted at w. Obviously, |T| < w:|- Under P[-||[N| > nn], the
random variables |T,,| are independent. Moreover, since w € N,F implies ¢, > h*, by

stochastic domination (3.5), for any u > 0,
(7.20) Py [|Tw,| = u||NF| = nn] > Pp-[|Co N TF| > ).

Denoting 77, i > 1, i.i.d. random variables distributed as |C, N T"| under P« it follows
that

Lnm)
(7.21) P.IT| < qn?|Nf| = mn] < P| YT < qn?].
i=1

By Theorem 3 3, T} are in the domain of attraction of the 1/2-stable random distribution.
Therefore, n~ Zz<mn T! converges in distribution to a non-negative 1/2-stable random

variable (see e.g. [Fel71, Theorem XIII.6.2]). As a consequence, since the distribution of
this random variable has no atom at 0, for any §,n > 0 there exists ¢ small so that for

all n large enough the right-hand side of (7.21) is bounded by 6/2. This shows (7.18) and
completes the proof. O

The second lemma needed to show Proposition 7.2 studies the probability that a ran-
domly chosen vertex v,, is (1, R)-bad.

Lemma 7.4. Let V := v, be a uniformly chosen vertex of T'. Then, for every v > h*
and n > 0,

(7.22) lim sup P, [V is (n, R)-bad |N,} # 0] = 0.

R—o0 n>R
Proof. For arbitrary positive constants ¢, hy < ho, it holds
P,[V is (n, R)-bad N, # 0]
< P[|T| < qn®|N,} # 0] + P.[|T| > qn®, H(V) < han|N,} # 0]
+ P,[|T| > qn®, H(V) > hon|N,5 # 0]
+ P,[|T| > qn*, H(V) € [han, han],V is (1, R)-bad | N, # 0].
We will show that for every § > 0 there are ¢, hq, ho such that for every n > 0 the first
three summands on the right-hand side are smaller than §/3, and that for every fixed
q, h1, ho the fourth one satisfies
(7.24) lim supP [|T| > qn*, H(V) € [hn, hon], V is (n, R)-bad | N, # 0] =

R—o0 n>

(7.23)
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This will imply the statement of the lemma.

Concerning the first summand, the fact that it is possible to choose ¢ > 0 small so that
P[|T| < qn?*|N,; # 0] < 6/3 for all n > 0 follows immediately from Lemma 7.3. From
now on we keep ¢ fixed in this way.

For the second summand, it holds

P|IT| > qn*, H(V) < hyn|N;} # 0] < L

< mpzﬂﬂ > qn®, H(V) < hin]

(7.25)

hin

S ARrET e PO

where the last inequality follows from the fact that V' is a uniformly chosen vertex of T,
and thus on {|T'] > gqn?},

hin hin
1
(7.26) P,[Hy < hanfo(T)] = |T|7' Y INFI < —5 Y INF|.
qn
k=0 k=0

By Theorem 2.1, P,[N,f # 0]7' < ¢(x)n, and, by Proposition 3.8, E,[|N;7|] < () for all
k > 0. Therefore, the right-hand side of (7.25) can be made smaller than §/3 by choosing

hi small.
For the third summand in (7.23), note that {H (V) > hon} C {N,’, # 0}, and thus

1

m [ han 7£ m

which can be made arbitrarily small by using Theorem 2.1 and choosing hy large.
Finally, we show (7.24). Recall the notation from (7.2). Since V' is a uniformly chosen

vertex of T, for arbitrary ¢, hy, ha,n, R > 0 and € € (0,1), on the event {|T| > ¢qn?} it

holds that

(7.27) P[|T| > qn®, H(V) > hon|N,F # 0] <

han
Po[H(V) € [lan, hon], V' is (1, R)-bad [o(T ¢)] = 170 k; i
imn
. +
7] k; !N+| |N < kzh: Lnoom vt ey VK |

As a consequence, the probability in (7.24) satisfies
P[|T| > qn®, H(V) € [hin, hon], V is (n, R)-bad |N;" % (]

(7.29) L& | |NF
=Et > B (Lo o e |V 1| N 0]
k=hin

By the Cauchy-Schwarz inequality, every summand in (7.29) is bounded by
(7.30) B [INF P [NF # 0] P [INS O INE| > 6, NE £ 0N # 0],

By Theorem 2.1 and Proposition 3.8, E,[|[N,|?| N;f # 0]/? < ¢(z)n. The second term
satisfies,

|N];h(7hR)‘ . . |Nk+7(77,R) . [N+ 4 (Z)]
(7.31) P, [W > e, N7 # (ZJ‘Nn # @} <P, [!N—;ﬂ > €’N # @}m
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By Theorem 2.1, for k > hin, the fraction on the right-hand side can be bounded by a

constant ¢(z). Noting also that ]N;’("’R)| = 0 for R > k, we obtain that (7.29) is bounded
by
‘ +,(nR

1 N
(7.32) £+ —QC(IL‘)TLQ(hQ — hy)sup P, N > S‘N,j_ £ 0

:| 1/2
qn k>R NS '

By Proposition 7.1, the supremum here converges to 0 as R — oo. Since € > 0 is arbitrary,
this shows (7.24) and completes the proof. U

We can now prove Proposition 7.2. The proof resembles the one of Proposition 6.21 in
[Pow19], with modifications required to account for the unbounded domain in our setting.

Proof of Proposition 7.2. 1t is enough to show the statement for £ = 2. The general case
where k£ > 2 is then obtained by a union bound. In the case & = 2, since the matrices
are symmetric and the diagonal entries are zero, it is sufficient to control one off-diagonal
entry. To this end, for € > 0 let GG,, be the event

(7.33) Gy = {ICT (D )12 — (D3)1] > €}

In order to bound the probability of G,,, we will define events A, (§) (see (7.38)) satisfying
P[A,(0)|N,F # (] < ¢ and show that for n large enough and the right choice of ¢, — 0,
G, is a subset of A,(d,). This will imply the statement of the lemma.

In order to define the events A,,(0) for 6 > 0, we first fix M = M (d) > 1 so that

(7.34) Tim PN, # 01N # 0] < 6/3,

which is possible by Theorem 2.1. We then set

(7.35) n=mn(0) = e/(4M),

and, using Lemma 7.4 and the independence of 7! and 72, we fix R = R() so that
(7.36) lim P, [v71 o1 vr2 is (n, R)-bad|N;F # 0] <6/3.

Next, we fix K = K(J) such that

(737 i Pfsup{x() :u € UGN} = KING 20 < /3

This is possible since the event in (7.37) is Fr-measurable, and thus, by Proposition 5.2,
the left-hand side of (7.37) equals Q.[sup{x(p.) : v € UL NS} > K| (with Q, as

in Section 3.2). It is then straightforward to choose K large enough so that (7.37) is
satisfied. Finally, we define the events A,, by

A, = An(6) = {N},, # 0} U{va or vz is (n, R)-bad}
U {sup{x(pu) 1 u € ULoN;} > K}

By the choice of M, n, R, and K, it holds that lim,,_, P.[A,(8)|N, # 0] < §. Therefore,
for sequences d,, converging to zero sufficiently slowly, it also holds that

(7.39) lim P[4, (G)IN 7 0] =0,

(7.38)

Next, we show that G,, C A, (,) for a well-chosen §,, and large n. Let B(0) = {H (v A
v,2) > R}. We will show that for large enough n and a suitable choice of 6,

(7.40) Gn N AS(6,) N B(6,) =0 and Gy N A%(5,) N B(5,) = 0.
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From this, it easily follows that G, N A¢(9,,) = 0, and thus, G,, C A, (d,). Then, if 6, — 0
Sufﬁ(:1ently slowly, by (7.39),

(7.41) hmP[G NS #£0] < hmP[ 2 (0)|N £ 0] =0,

which is sufficient to prove the statement of the proposition.
It remains to show the existence of d,, such that (7.39) and (7.40) hold. By definition,
on A¢ it holds

g(’UTi)
H(U.,.i)
Thus, on A N B it holds that R < H(v,1 A v2) < Mn. Since v,1 is not (n, R)-bad,

|S(v Avy2)/H (v Avge) —Cy | < 1. Together with (7.42), the definition of the matrices
n (7.13), and the definition of 7, this implies

(7.42) H(vy) < Mn and —-Ct <y for i = 1,2.

1
(7.43) ((D5)12 — Cy (D) io| < —4Mnn <,
n

and thus G, N BN A% = (), proving the first half of (7.40). Next, on event BN A
it holds H(va A vz) < R and sup{x(¢.) : © € Up<gN, } < K. Therefore, S(v,1 A
v2) < Kd®, and as a consequence |S(va A vp2) — Oy H(va A vpe)| < Kd 4+ RO
We choose a sequence 6,, converging to 0 sufficiently slowly so that (7.39) is satisfied and
K(6,)d®0)*1 1 R(5,)C; ! < en, and thus

K(6,)d") + R(6,)C1
n
for n large. Hence, G,,NB(0,,)NAS(d,) = @ for such n, completing the proof of (7.40). O

a 19
(7.44) (D)12 — CTH (D12 < = 5T

<eg

8. PROOF OF THEOREM 2.3

In this section, we prove Theorem 2.3, relying on Lemmas 8.1 and 8.2. The argument
follows the framework of random metric measure spaces, with key results originating
from [GPWO09] and [ADH13]. The proof closely mirrors that of Theorem 1.1 in [Pow19,
Section 6.3.2], which itself builds on the aforementioned results.

Recall from Section 2 that e denotes a Brownian excursion conditioned to reach height
1. Also define & to be (¢C4) times a Brownian excursion conditioned to reach height
(Cyo)~!, where the constants o and C; are given in (6.5) and (2.11), and write (7%, ds)
for the real tree with contour function €. By Brownian scaling, (7%, ds) is isometrically
equivalent to (7e,de). Therefore, to show Theorem 2.3, it is enough to prove that if
(Tyydyy) is a random metric space whose law coincides with that of (C*" N T+, d/n)
under P,[-|N, # (0] then

(8.1) (Tymydepn) = (Te,ds) asn — oo

in distribution with respect to the Gromov-Hausdorff topology.

It will prove useful to additionally equip (7 ,,dsn) and (1%, ds) with measures and
work in the space of metric measure spaces which we will call X. For this purpose, we
equip (7}, dy,n) with the measure fi,,, which is the uniform measure among the vertices
in C" NT*. We equip (T, ds) with the measure pig which is the uniform measure on [0, 7)
and 7 is the length of . We write P} for the law of (T, ., dyn, fton) and Ps for the law of
(Ts, de, 1e), and use E? and Fj for the corresponding expectations.

Lemma 8.1. For fired x > h*, the family (T, dyns flzn)n>0 @5 tight with respect to the
Gromov-Hausdorff-Prokhorov metric.
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Proof. Fix x > h*. Our aim is to show that for every ¢ > 0 there exists a relatively
compact subset K C X (with respect to the Gromov-Hausdorff-Prokhorov metric) such
that

(8.2) inf P} [(Tyn, dyn, flan) € K] > 1 —¢.

n>0

To do this, we define the relatively compact set (where the relative compactness follows
from Theorem 2.6 in [ADH13])

B w(X) =1, diam(X) < 2R, forall k> 1, X can be
(8.3) Krar= {<X’ rp) €X covered by fewer than 2* M balls of radius 2%

and show that for ¢ > 0 there are R(¢) and M(e) such that for K = Kg, (8.2) is
satisfied. Define the events

(8.4) Ay n(R) = {diam(T,,) < 2R} and
(8.5) Bin(]\/[) = {T,,, can be covered with < §~*M balls of radius 4}.

Then, since pyn(Ton) = 1, {(Ton, den, fan) € Kpy} = Aen(R) N (mklegj(M)), and
thus P(Tom, dos o) & Krr) < PPAsn(R)]+ s PRB2, (M)°N Ay p(R)]. To see
(8.2), it is therefore enough to show that for M = M (e) and R = R(¢) large enough

(8.6) PAsn(R)) <e/2 and PJ[B, (M) N A, (R)] < de/2,

for all 6 > 0 and n > 0.

We will first find a R(e) such that the first equation of (8.6) is satisfied. Recall that the
law of (T, d ) under P is that of (T',d/n) under P,[-|N," # (]. Thus, P[diam(7,,) >
2R| < P,[|N#,| > O|N,;F # 0], which by Theorem 2.1, is smaller than /2 for R(e) large
enough. For such R(e) the first part of (8.6) is valid.

Next, we will find a M (e) such that also the second equation of (8.6) is met. We will
distinguish thereby between the cases where nd < 1 and nd > 1. Assume first that nd < 1.
Then, every ¢-ball around a vertex v € T, ,, only contains the vertex v itself. This means
that in this case T}, can be covered with < d~*M balls of radius ¢ if and only if the
cardinality of T, ,, is < 6~*M. Therefore

_ P[|T| = 67" M]
8.7 PMB (M) N A, u(R)] < P[IT| > 6 *M|N, # 0] < -2
87)  PIBLL(MY N AR € PATI 2 07 MINS £0) < =0
Using Theorem 2.1 and Proposition 3.3 this can be further bounded from above by
52 o
(8.8) "

= Car
for some constant C, where we also used that by assumption én < 1. Choosing some
M = M(g) > (2C/¢)?, the second equation of (8.6) is true for all n,d with nd < 1.

Next we consider the case nd > 1. Set b,s = |nd] and define the sets of vertices
Vi={ve thw :Jw e Nt with v < w} for j > 0. We will show that on

(]+1)bn,5
2Rn/bn’5—1 Mb
) n,0
(8.9) {diam(7;,,) < 2R} N ( DO Vil = 5ppst))

(Tyydyn) can be covered with fewer than §~4M balls of radius 6. Specifically, T, ,

is covered by {Bs(v)}yev, where V = ujfg/"”*lvj. To see this, note that since on
{diam(7,,) < 2R} the height of T, is trivially bounded by 2Rn and thus, for every
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v € T,, there is a w € V; for some 0 < j < 2Rn/b, s — 1 so that d, (v, w) <. Further,
it is clear that on (8.9) the cardinality of V' is bounded by (2Rn /b, s)(Mb, s/2Rnd*) =
d~*M. This shows the claimed covering property. To prove the second part of (8.6), it
thus suffices to show that for M = M (R, ¢) large enough,

2Rn /b, s—1

(8.10) Px[ U {wvl>

Mb,, 5
2Rno*

})N; £ @} < b2/2.

By conditioning on Fj, ; (recalling the definition of 7, from (3.20)) and using Theo-
rem 2.1 and Proposition 3.8,

(8.11) B (Vi) = Bo[Bo[IVil| Fin )] = Bo| 3 PolNi, # 0]
(8.12) =B Y Oxlenbis(+a,,(00)| < al@)br)

jbn,tS
for some function ¢(z) independent of n and d. Therefore, by conditioning on {N; # (}}
and using the Markov inequality and Theorem 2.1,
Mb,, 2Rn*  E,.[|Vj]] 2Rn264
“OANT ] < ) <dq
T AR I YT X e A M2,
where ¢’ is some other function independent of n and 0. This means that by a union
bound, the left-hand side of (8.10) is bounded from above by
2Rn26* 4R*n36* ¢/ (2)4AR%5 / nd \3
RN /by s) = q - ( ) .

M2, (28nfbns) = q(x) M3, M \[nd]
Using that for z > 1, 1 < z/|z] < 2, we see that by choosing M > 64R%*¢'(z)/e, the
right-hand side of (8.14) is bounded by de/2. For such choices of M, (8.10) is satisfied.

Finally, first choosing R as described above and then M as the maximum of the two

M-values obtained for the cases nd < 1 and nd > 1, gives (R, M) such that (8.6) is
satisfied. For such (R, M), (8.2) holds true for K = Kg »s and the proof is finished. O

Lemma 8.2. For fized x > h*,

(8.13) P |V;| >

(8.14) q'(z)

(8.15) (Tom, dyps o) = (Lo, de, pta)  asn — o0
in distribution with respect to the Gromov-Prokhorov metric.

Proof. By Corollary 3.1 in [GPWO09], the convergence (8.15) holds true if and only if

(a) The family {P'},>o is relatively compact in the space of probability measures on
X (with respect to the Gromov-weak topology).
(b) For every function ¥ : X — R of the form,

(8.16) ‘MMFM»:/WW@JMKMQMMMQM~JM7

where 1 : [0, oo)(g) — R is a continuous and bounded function, E}[¥] — E4[V]
as n — oo.

Since convergence in the Gromov-Hausdorff-Prokhorov sense implies convergence in the
Gromov-weak sense, part (a) is implied by Lemma 8.1 and only part (b) is left to be
shown.
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To see (b), fix a function ¥ as described in (8.16) and recall the definition of DX from
(7.13). Note that d,(v,w) =n"'(H(v) + H(w) — 2H (v Aw)), and thus

(8.17) Ep W] = E,[v(D,)|N;F #0].
By Proposition 7.2,
(8.18) lim (B [0(D)|N] # 0] = B, [@(D7/CrM|N;y #0]) = 0.

Assume for now that also

(819)  lim (B [w(Dy/CrY)|NF # 0] = E.[o(D7/CrY)|sup S, = Cy'n]) =0,

By Proposition 6.10, lim,_,s E,[)(D5/C7Y)|sup,, S, > Crln] = Ee[U], and thus in
combination with (8.17), (8.18) and (8.19), it follows lim,, ., EZ[V] = Es[¥], concluding
the proof.
It remains to prove (8.19). Since v is bounded, it is enough to show that
(8.20) ) )
lim P, [N;r =+ ®| sup S,, > C’l_ln} =1 and lim Px[sup S, > C’fln‘]\f;r + (7)} = 1.
n—o00 m n—oo m

Using that P[A|B] = P[B|A]|P[A]/P[B], it is enough to show that

. = _ . P,[sup,, S, > C;'n)
(8:21)  lim Px[sglp Sm > Crin|N,S #0) =1 and lim PN 2 @]1 —1
Observe that for every ¢ > 0,

P,[sup Sy, > C’fln‘Nrf # 0]

(8.22) PN | > 0]
& _ z n(1+4
> Py [sup S 2 Oy '[N g | > 0] Pb\(H?)i@]

[n(146
By Proposition 7.1, the first term in the product on the right-hand side converges to 1 as
n — oo, and the second term converges to (1+4)~! by Theorem 2.1. This shows the first
convergence of (8.21). By Theorem 2.1, P,[N,} # 0] ~ x(z)Cin~! as n — oo. Therefore,
we are left to prove that

P S > C1!
(8.23) limn Lxl89Pm Sm = Cy ]

=1
n—00 x(x)Cin=1

to conclude the second limit of (8.21). We will do this in a similar way as, e.g., in [LG05,
Section 1.4, p. 263].

Consider the depth-first traversal (v, vs,...) of the sequence of trees (T%,772,...). We
set S}, = D ey () X(w) and S* = sup,, S} 1, cri for i > 1 (so that sup,, S, = S*). Recall
that by Proposition 6.8,

S A o
8.24 I ( nt] “”‘”) - ( B ,—LO) ,
(8.24) nsoo Vv o/n /o o|Bi x(x) "t/ i0
where the limit is in P,-distribution with respect to the Skorokhod topology. Defining
Y =inf{t > 0: L} >r} and 7, = inf{t > 0: n"'A},2 > 1} and using Brownian scaling,
this gives the joint convergence

. 1
(8.25) lim ((E /LnZtJ>t>0’Tn> = ((U‘BtDtZO,'YX(x)/a)?

n—oo
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and therefore also

i 1
(8.26) JLHQO (ﬁ /LnQ(t/\T")J)tZO - (UlBt/\’Yx(x)/UDtZO'
From this we deduce that for every y > 0, as n — oo,
(8.27) lim Pz[ sup S > ny} _ pz[ sup o B > y] e ( B x(@))
e Isisn t<Vx(@) /o Y

where the last equality is a consequence of excursion theory fpr Brownian motion (see e.g.
Chapter XII in [RY99]). By the independence of the trees 7* (and thus the variables S*),
we also have that

(8.28) ch[ sup S° >ny} =1- (1—1956[51 > ny])n: 1— (1—P$[sup5’m >ny])n.

1<i<n

Combining (8.27) and (8.28) then gives
(8.29) P, [sup Sy > ny] ~ Mn’l as n — 0o,
m Y

which by setting y = C;* concludes (8.23) and finishes the proof. O

We now present the proof of Theorem 2.3, which is identical to that of Theorem 1.1 in
[Pow19].

Proof of Theorem 2.3. Since convergence in the Gromov-Hausdorff-Prokhorov metric im-
plies convergence in the Gromov-Prokhorov metric, Lemma 8.2 characterizes subsequen-
tial limits with respect to the Gromov-Hausdorff-Prokhorov topology. Hence, we obtain
the convergence in distribution

(8.30) (Tom, dyps o) = (T, de, pta) as n — 0o

with respect to the Gromov-Hausdorff-Prokhorov metric. Now, since Gromov-Hausdorff-
Prokhorov convergence further implies convergence in the Gromov-Hausdorff sense, claim
(8.1) follows, completing the proof. O

APPENDIX A. PROPERTIES OF Y

We prove here that x is Lipschitz continuous on [h*, 00), as stated in (3.19). The proof
uses similar ideas as the proof of Proposition 3.1 of [AC20)].

Proof of (3.19). We will show that the derivative x’ is bounded on [h*,00). Recall that
for x > h* it holds x(z) = df[h*’oo) X(2)py (z — x/d) dz, where py is the density of the
Gaussian random variable Y. Differentiating this expression, using an integration by parts
and the fact that x’(z) = 0 for z < h*, we obtain that for = > h*

@ =[x (- 5) e

*

(A.1) = /[h . X' (z)py (z — %) dz + x(h")py (h* _ S)

= By [){(Y - %)] + e(x).
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Defining e(x) = 0 for z < h*, using that x is increasing and thus x’ > 0, this equality can
be extended to inequality

(A.2) X'(z) < Ey [X, (Y - g)] + e(x) for all z € R.

Similarly as in the proof of Proposition 3.1 in [AC20], we obtain an upper bound on y’ by
iterating (A.2) an appropriate amount of times. For this, let Y7, ... Y, be independent
Gaussian random variables having the same distribution as Y, and define Z; = Y, /d*~ +
Yy/d=2? + --- +Y;. Note that Z; is a centred Gaussian random variable whose variance,
denoted o2, is bounded uniformly in . Then, by applying (A.2) k-times,

V() < B [B [V (Yo + D) o b gy + o)

x>
—_

no sl e g )] S ()

<e[v(5+a)]+ L ele(5 )]

We now choose k = k(z) = [log,(x)]. Then the boundedness of the first summand can
be proved exactly in the same way as the boundedness of E[x(x/d* + Z,)] in the proof of
Proposition 3.1 in [AC20] (note that (d — 1) in [AC20] corresponds to d in our setting),
one only needs to verify that x’ € L?(v). This can be easily proved using (A.1) and the
facts pi (z) = —cxpy(x), L]x] = x and (3.18) which imply |x'(z)| < cL[x?|(z) + cz? for
x > h*. From this ' € L?(v) follows from Proposition 3.2(b).

To bound the second summand on the right hand side of (A.3), we first observe that by
the choice of k(x) it holds that zg := x/d*® € [1,d]. With this notation, by rearranging
the sum,

Il
=)

s

k(z)—1 k(x)—1
(A.4) Z Ele(z/d + Z)] = Y Ele(zod + Zyw)—i)].
=0 i=0
Moreover, it is easy to see that for some constants ¢, ¢
(A.5) 0<e(a) = 1x2h*x(h*)py(h* - 3) < 1yopee™.
Therefore,
k(fﬂ)—l o0 o0
. i 2 2
(A.G) E[e(:vod’ + Zk(:c) . S Z el (20d +Zy(z)—i S d Z e—crod’ ¢ o’k(z)*i/Z’
=0 =0 =0
which, since o? are bounded and zq € [1,d], is clearly bounded uniformly in z > h*. [

APPENDIX B. PROOF OF THE MANY-TO-FEW FORMULAS

We give here a proof of Proposition 3.5. Throughout the proof we use the notation
from Section 3.2. We start by introducing a useful standard martingale related to ¢ when
viewed as branching process.

Lemma B.1. Forx € R, n € N, let

(B.1) C(z,n) =d"x(x) and (= C(EL,n).
Then, for every k € N, ((u)nen s a PF-martingale with respect to FF.
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Proof. By definition of (,, for n > 1,
(B.2) d""VER (G | Froy) = dES[x(va1) | Froals

where o} is the vertex carrying the first spine mark at level n. Conditionally on F*_ |, o}
is uniformly distributed on desc(o) ;) and independent of ¢. Therefore, this equals

(B.3) > Elx(en) | Fil = LI ) = x(¢m_,) = x(& ).

n—1
vEdesc(a}hl)

where in for the first equality we used (3.7) and the fact that x(z) = 0 on (—o0, h*), and
where the second equality follows from (3.10). The martingale property of ¢, then follows
directly from this computation. 0

Due to Lemma B.1, Lemma 8 of [HR17] can directly be applied to our process. We
restate it here for reader’s convenience, with very minor adaptations coming from the fact
that in our process every node has always d descendants (some of them might be in the
cemetery state).

Lemma B.2 (Lemma 8 in [HR17]). For any k > 1, let Y be a F*-measurable random
variable which can be written as

(B.4) Y= Y Y0, 0) o, ohou
VY sy vkESf{
where, for every vy, ..., v, € ST, Y (vq,...,0x) is a F,-measurable random variable. Then
) —1
(B.5) EI[ Y Y. ,vk)] = [Y I1 WZ’E ) ‘T’ 5 >dlp<v>].
vy v
V1o U ENGT veskel(n)\{o} ¥

We are now ready to give the proof of Proposition 3.5.

Proof of Proposition 3.5. Statement (3.26) follows directly from Lemma B.2 with £ = 1
and Y(vl) f(¥u,). Indeed, since k = 1, there is only one mark on every level and thus

Y = f(&), skel(n) \ {o} = {01, ooy 00}, and Dy = 1 for all v € skel(n) \ {o}. Therefore,
B[ X o] =@lre) 11

by (B.5)
C(Ppwy, [v] = 1) }
vEN;T v€{01,.,0n} ( C(‘Pv, |U|) )

—Q, [f@n)f[ ()| - @ ren X2,

(B.6)

as claimed in (3.26).
Similarly, statement (3.27) is a consequence of Lemma B.2 with & = 2. We set

Y(vi,v2) = f(p0)9(¢). Then Y = f(£})g(&7) and by (B.5),
B B[ X fediten)] @[ rehae T b ).

e vesatngoy S V)

To consider the possible structures of skel(n) \ {0}, set s = max{k : o}, = 02} to be the
last time where the two spines agree. Note that due to the dynamics of marks under

(d—1)d=* 1 ifke{0,...,n—1},

B8) =i {1, ke {
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and, by a simple computation,

C(@pw), [v] = 1) 4 X(Ppw) 1Y 4 x(&)x(x)

(BQ) H d'rv) = H (—_) dirv) = LA3SIANT ]S
vesatimy (o (P V1) sestalimn oy \ X(#0) X(EX(E)

d

Therefore, (B.7) can be written as

- ) oy X(Ex () |
Ex[Zf(%)Z ]Zd@ Q[ﬂ“(“@l)x@zﬁ‘

vEN,T vEN,T

—1 f&) 9(&x
(B10) - ZQZ{ NG )x(:v)‘s = k]

(&) x(&3)

o) | n}

X(&)
By construction, under @2, conditional on s = k, for times i = 1,...,k the processes &}
and &2 are Markov chains which follow the same trajectory and have the same dynamics

as & under QL. Further, for later times i = k + 1,...,n, they are independent Markov
chains distributed according to Qﬁi . Therefore,

®11) & T

and similarly

Lo [f(fi) (e)

o] = K] = v [veey [ oy [254] |

X () f(6n)9(&n)
B.12 Q2| fEaen X s = n] = x(e.[HEE)).
(212 9 e R e
Combining (B.10)—(B.12) directly implies (3.27). O
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